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Abstract In this article we model the cognitive processes

and evaluate their impact on the performance of cognitive

radio networks (CRN). Operation of the cognitive radio

nodes, can be characterized by two types of processes: com-

munication processes such as packets transmission, and cog-

nitive processes such as estimation of the network state and

decision-making for dynamic resource allocation. We pro-

pose a continuous time Markov chain model of CRN that

couples these processes into unified queueing framework and

analyze it by means of the matrix-geometric approach. From

the obtained results, we derive the performance measures of

CRN such as average delay and throughput, and establish their

dependencies on the underlying cognitive processes. Addi-

tionally, we design an efficient policy for accessing the vacant

channels and managing the transmission-sensing trade-off,

which arises when transmissions and sensing are mutually

exclusive. The policy search is carried out by the stochastic

optimization method of cross-entropy. The optimized policy

leads to significantly enhanced performance of CRN.

Keywords Cognitive radio networks � Dynamic spectrum

access � State estimation � Queueing analysis �
Cross-entropy

1 Introduction

The requirement of additional bandwidth for wireless

access in voice, video, multi-media and other high rate data

applications is steadily increasing. CRN is a candidate to

cope with a wide spectrum of challenges arising in the face

of the growing communication demands. Although

researchers and standardization bodies generally agree that

CR should be able to sense the environment and autono-

mously adapt to changing operating conditions, there are

different views concerning the levels of cognitive func-

tionality [1]. This functionality is an important factor

which distinguishes CRN as an unique class of wireless

networks.

Different studies have addressed CRNs capability of

opportunistic spectrum access [3, 4], in which spectrum

bands licensed to primary users (PU) are shared with the

cognitive users called secondary users (SU). It is well

known that a significant part of the allocated spectrum is

vastly underutilized [5, 6], and the CRN goal in this

scheme is to improve spectrum utilization while avoiding

interference with the PUs [7–9]. This requires management

of the sensing-transmission tradeoff [10–13]. Additionally,

there are works that treat CRN while taking sensing errors

into account [14]. Most of the studies however treated

different operational scenarios of CRN without addressing

its cognitive behavior directly.

The cognitive behavior of a CRN can be represented by

the cognition cycle [2]. It is the main control process which

enables CR to stay aware of its communication environ-

ment and to adapt to its changing conditions. There are

different views of what phases the cognition cycle consists

[2, 4], but basically all the versions share the observation,

orientation, decision and action (OODA) phases. During

the observation phase, CR continuously senses the envi-

ronment in order to collect the input information for the

cognition cycle. In the orientation phase, CR uses the

gathered information from its sensors to estimate the cur-

rent network state. Next, given the estimated network
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conditions, CR enters the decision-making phase in which

it applies some policy to decide on the course of action.

Finally, CR completes the cognition cycle by entering the

action phase, which carries out the chosen actions. In

addition, machine learning can be structured into these

phases of cognition cycle in order to update them in the

face of changing environment’s situation or user needs.

The cognition cycle implies strong correlation between

the perception (sensing and estimation) and the action

(transmissions). Essentially, the interdependence of per-

ception and action is a fundamental principle governing

CRs behavior. Perceiving both the environment and the

inner states enables CR to intelligently adapt its actions in

the face of the dynamically changing conditions of the

network. CR controls the sensing process, and therefore it

can deliberately modify its perception level by changing

the resource allocation (e.g. varying the sensing rate). Both

the perception and the action processes make use of CRs

limited resources such as computation power, spectrum

bandwidth etc. Therefore, by applying appropriate policy

for resources allocation, CR should adaptively optimize its

operating point.

It is not common to find studies that directly address the

interdependent processes composing the cognition cycle.

The main reason for this is the difficulty to design ana-

lytically tractable models for systems characterized by

cognitive behavior. As for now, a substantial gap remains

between the perception and action-taking models. In [15]

state of the art protocols for medium access in cognitive

radio networks are overviewed. The authors point out that

the existing studies do not fully integrate both the spectrum

sensing and the spectrum access in one framework which is

required in order to maintain the capability of adaptation to

the environment changes [16].

The authors of [17] derive a threshold strategy for the

sequential channel sensing process aiming to maximize the

aggregated throughput of CRN. While the model in [17]

assumes independent transmissions over different channels,

our model can deliberately utilize any number of channels

it can observe simultaneously and therefore achieves

higher degree of spectral agility at the expense of strong

correlation between the channels. Additionally, our model

embeds the CRs buffer, which allows a more accurate

performance evaluation of CR in general and obtaining the

delay performance in particular. The authors of [18] derive

a queueing framework to study the performance of CRN

accessing the spectrum in an opportunistic manner.

Although this model allows an analytic study of CRN, it

lacks the modeling of the cognition cycle as it neglects the

phase of environment sensing and its state estimation. A

basic version of cognition cycle model is given in our

previous work [19]. However it lacks the sensing-trans-

mission tradeoff and penalty for interference with PU.

This paper presents three significant contributions to the

problem of modeling the CRN. Firstly, we enhance the

model of [19] by introducing CRN with penalty for inter-

fering PU. The penalty provides an incentive for CRN to

enhance its perception level in order to avoid interference

with PU, which is an essential requirement in any realistic

scenario. Secondly, we introduce a decision-making pro-

cess, which is responsible both for selecting the channels to

be accessed and for managing the sensing-transmission

tradeoff [10–13]. Thirdly, we propose a cross-entropy

optimized policy for controlling the CRN. The task of

policy optimization is rather hard due to the high com-

plexity of the model. To overcome this problem we use the

method of stochastic optimization of cross-entropy, which

is an efficient tool at hand for the task of policy optimi-

zation [26]. The resulting policies reflect the intelligent

behavior induced by the described above cognition cycle.

This paper is organized as follows. In Sect. 2 we present

a stochastic model of the cognition cycle. In Sect. 3 the

model is analyzed using Matrix-Geometric approach. The

numerical analysis of the proposed model introduces

insights into the performance of CRN. In particular, we

establish the relations between different quantities such as

input rate, environment state estimation rate and delay of

SU. In Sect. 4 we use the cross-entropy method to optimize

the allocation of the CRN resources. Section 5 summarizes

the work.

2 Cognition cycle model

We regard the cognition cycle as an aggregation of inter-

dependent processes through which CRN interacts with the

communication environment. CRN access channels tem-

porarily unoccupied by PU in order to transmit data. We

denote by St the state of the environment at time t, which is

actually the number of available channels for CRN access.

In the case when CRN tries to access channels erroneously

estimated as vacant, the transmissions fail. This penalty for

interference with PU implies a significant incentive for

CRN to allocate resources required for enhancing its per-

ception level.

The perception process consists of sensing the envi-

ronment and estimating its state. We denote by Ŝt the

estimation of the environment state St. CRN observes the

environment by sensing the network channels and it has

some control over the observation process by deliberately

tuning the sensing rate over time. For example, CRN could

increase the sensing rate in order to keep track of rapidly

changing network states characterized by high throughput

potential while decreasing it for slowly changing states.

Since CRN estimates the network state, we assume that the
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sensing rate may depend on Ŝt. It is reasonable to assume

that due to the physical and the hardware limitations, the

transmissions and the observations are mutually exclusive

and hence the sensing and the transmission rates are nega-

tively correlated. This condition forms the throughput-

sensing tradeoff which was the focus of the study in [10–13]

and is an intrinsic part of our model as we point out later.

In the following subsections, we model the environ-

ment’s dynamics, the cognition cycle and the CRN data

transmission process. Then, we unify these models under

the entire system framework. Closing the loop makes it

possible to analyze the cognition cycle and to evaluate the

performance of the CRN. We assume that CRN knows the

correct models of both the environment and the transmitter.

This assumption reduces the need of updating the models

(for example through machine learning methods) and

allows us to focus on modeling the perception and decision

making phases of the cognition cycle.

2.1 Environment model

In the scenario under consideration, CRN accesses the

network channels in an opportunistic manner to create

virtual unlicensed bands, i.e., bands that are shared with PU

on a non-interfering basis. We consider a general scenario

of wireless communication system which consists of M

channels. There are M PUs in the system, while every PU

has an exclusive access to a single channel. Every PU

alternates between transmitting and idle states. The ON

(OFF) period of a channel corresponds to the time interval

TON (TOFF) during which a PU is transmitting (idle). We

assume that TON and TOFF intervals are exponentially dis-

tributed with parameters a and b, respectively.

CRN uses the channels to form a pool of M spectral

bands. In this mode of operation CRN look for ‘‘holes’’ in

the spectrum and dynamically adapt its transmissions over

unused bands. The holes do not have to be contiguous [20].

Additionally, once CRN detects PU appears in a frequency

band all SU leave this band immediately, giving priority to

PU and avoiding interference. Since the PU are statistically

independent, the number of bands available for SU access St

(St [ {0, 1, …, M}) at time t is a continuous time Markov

chain (CTMC) (see Fig. 1) with transition rates qij given by.

qij ¼
ðM � iÞa; j ¼ iþ 1; 0� i\M

ib; j ¼ i� 1; 0\i�M

0; else

8
<

:
ð1Þ

2.2 Perception model

Here we model the perception process, which is an

aggregation of the observation and the orientation phases

of the cognition cycle. In CRN these phases are generally

comprised of sensing the channels and estimating their

availability. There are a lot of works in the literature that

focus on the different aspects of sensing and estimation

techniques [21, 22]. Instead of going into technical details

of these processes, we model them at a system level.

The environment state St is unknown and therefore CRN

estimates it through sensing. As was assumed before, CRN

knows the environment model and its parameters. In our

case of structured environment model the parameters are a, b
and M. CRN uses the environment model and the data from

sensors to obtain the estimation Ŝt, which is the output of the

unified perception phase of the cognition cycle. The per-

ception process updates Ŝt at random time instants tn, n [ {0,

1, 2, …}. We assume that the time it takes to update the

estimation is exponentially distributed. We denote the esti-

mations update rate by dt. CRN adaptively tunes this update

rate according to its current estimate Ŝt. The notations of Ŝn

and Sn describe the values of Ŝt and St at time tn. At each

instant tn, an accurate sensing is assumed, in which the

estimation Ŝn is updated to be the true value of Sn and

remains unchanged till the next update instant tn?1.

The compound process Zt = {St, Ŝt} describes the

mutual evolvement of both the environment and the esti-

mation processes which can be shown to be a CTMC (see

Fig. 2). In this CTMC the horizontal transitions describe

the changes of environment state St. The vertical transitions

describe the updates of the estimator Ŝt toward the correct

value of St. Note that the states for which St = Ŝt act as

absorbers of the vertical transitions. Once the process

enters such a state, the vertical transitions hold off till the

moment when the environment state changes.

2.3 Decision making

The decision-making phase of the cognition cycle employs

some policy P for both transmission-sensing tradeoff

management and for channels allocation. As we already

mentioned, at any instant CRN either senses or transmits

over a channel. The transmission rate of SU over a single

unoccupied channel by PU is l [bit/sec]. We introduce the

tradeoff parameter h (0 B h B 1) which divides the

available bandwidth between the transmissions and sens-

ing, where the portion h of the channel is assigned for

transmission and the remaining part (1 - h) is assigned

for the sensing process. For a given value of h, the effec-

tive transmission rate over a single channel is therefore

Fig. 1 Aggregate birth–death process of unoccupied bands
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hl [bit/sec] and the resulting update rate of the estimations

is (1 - h)lB [1/sec]. The constant 1/B [bit] is the number

of bits required for updating the estimation Ŝt and it is

subject to the physical layer issues. The other responsibility of

the policy P is the channel allocation Ct, which is the number

of channels over which CR tries to transmit at time t.

In this work, we consider state-dependent policies,

meaning that the decisions are based on the estimation of the

network state Ŝt and the internal buffer state Xt. The internal

buffer state Xt is the number of SU packets waiting for

transmission at time t. For the sake of simplicity, in the

following modeling we assume that CRN makes decisions

based on a greedy policy PG, Ct = PG(Ŝt, Xt). The greedy

policy aims to increase the throughput by scheduling trans-

missions over all the channels that are estimated as unoc-

cupied by PU while keeping constant tradeoff parameter:

Ct ¼ PGðŜt;XtÞ ¼ Ŝt Xt [ 0

0 Xt ¼ 0

�

ð2Þ

This assumption of greedy policy is removed later in

Sect. 4 when we search for optimized policies in order to

achieve better CRN performance.

2.4 Transmission process

The arrivals generated by SU are modeled as a Poisson

process with rate k [bit/sec] and service time exponentially

distributed with rate lt [bit/sec], which changes with time

dependent on a few factors. These factors are the number

of accessed channels Ct, the proportion of the channels

bandwidth allocated for transmission h, the actual state of

the environment St and the penalty for interfering with PU.

The combination of these factors results in.

lt ¼
hCtl Ct � St

0 Ct [ St

�

ð3Þ

It can be seen from (2) that when the decisions are made

according to the greedy policy PG, we may substitute Ŝt for

Ct since transmissions occur only for Xt [ 0. From (3), our

model introduces penalty for CRN when it accesses

channels that are in use of PU (Ct [ St). This type of

service models the opportunistic spectrum access of CRN

giving the highest priority to PUs. For example, during the

periods when all the bands are occupied by PUs (St = 0) no

CRN packets are transmitted independently of Ŝt.

2.5 System process

Now we aggregate the environment dynamics, the cogni-

tion cycle and the transmission process into an unified

system model. We define {Xt, Zt} to be the process of the

entire system for which at time t there are Xt (Xt [ {0, 1, 2,

…}) queued packets of SU, which is the level of the pro-

cess, and Zt = {St, Ŝt} (Zt [ {0, …, M} 9 {0, …, M}),

which is state within the level. This process forms a three

dimensional CTMC illustrated in Fig. 3, which is homo-

geneous, irreducible and stationary.

The exact structure of transitions within the CTMC and

its analysis by means of matrix geometric approach are

presented in Appendix 1. In the next section, we use the

results of the analysis of the CTMC to evaluate the per-

formance of the CRN described by our model.

3 CRN performance evaluation

We first aim at evaluating the performance of the estimator

Ŝt. The mean square error (MSE) of an estimator is a

common way to evaluate its performances. MSE quantifies

the difference between an estimator and the true value of

the quantity being estimated. In our case

MSE ¼ E Ŝt � St

� �2
h i

¼
XM

i;j¼0

i� jð Þ2 Pr Ŝt ¼ i;St ¼ j
� �

ð4Þ

The probabilities Pr(Ŝt = i, St = j) can be easily

obtained by solving a CTMC of the Zt process, like the

one presented in Fig. 2. Based on the probabilities

Pr(Ŝt = i, St = j), it is possible to calculate various

performance measures of interest. For example,

Pr(Ŝt = St) is the proportion of time CRN estimates

correctly the environment state. Another example is the

Fig. 2 CTMC of the Zt = {St, Ŝt} process for M = 3. The horizontal

transitions describe the changes of environment state St. The vertical

transitions describe the updates of the estimator Ŝt to the correct value

of St
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probability of interference of SUs with PUs. In the special

case when SU access all the channels that are estimated as

available for access, this probability is given by Pr(Ŝt [ St).

An interesting observation, which characterizes the per-

formance of CRN, is its dependence not only on the fraction

of time available for SU to access the channel, but also on the

pattern of spectrum usage of PU. Let k [ 0 be a scaling factor

that multiplies both the transition rates a and b. It is obvious

that the fraction of time that the channel is available for the

SU remains constant for all k [ 0. The difference k causes is

in the pattern of spectrum usage of PU. For low values of k the

rates are slow and PU are characterized by a persistent

behavior in which they remain in transmitting or idle states

for long periods. When k is high, PU behave in an oscillatory

manner alternating quickly between the transmitting and idle

states. In particular, the average length of the OFF period

becomes 1/(kb), and the average length of the ON period

becomes 1/(ka). Figure 4 shows that MSE of the estimator Ŝt

improves for increasing values of dt. As the PU oscillate

more frequently (increased k) the update rate d should be

significantly increased in order to keep the same MSE value.

Next we assess the communication performance of the

SU. Since there is no loss of packets in our model, as long

as the system is stable, the throughput of the SU equals to

the rate of the arrivals k. Next, we focus on the delay of

SU. In Appendix 1, a way to obtain p0 and R is presented.

Using these quantities we calculate N the number of SU’s

packets in the system. N consists of the packets queued in

the buffer and the packet in the transmitter:

N ¼
X1

j¼1

jpje ¼ p1

X1

j¼1

jRj�1e ¼ p0RðI � RÞ�2
e ð5Þ

where e is a column vector of 1’s of length (M ? 1)2,

pi : (pi,0, pi,1, …, pi,M2) and pi,j are the stationary

probabilities of the process {Xt, Zt} to be at level i and state

j within that level. Using Nq and Little’s law, we can obtain the

average delay (waiting time and service time) of SU:

W ¼ N=k ¼ p0RðI � RÞ�2
e

� �
=k ð6Þ

We examine the case when the estimation is perfect, i.e.

Ŝt = St for all t. This situation is achieved for dt ? ?, VŜt

The resulting performance of SU dependent on k is

presented in Fig. 5. It is noticeable that for persistent

behavior of the PU, the CRN performance weaken and SU

have to wait longer periods on average although the channel

is available for secondary access the same fraction of time.

Next we examine the behavior of the average delay for

finite update rates, see Fig. 6. When the update rate dt (VŜt) is

significantly higher than the transition rates (a, b), the esti-

mator Ŝt is characterized by a small MSE (see Fig. 7). As a

result the curves coincide in the corresponding interval of k

values. In this case the average delay behaves in the same

Fig. 3 Illustration of the

CTMC of the CRN model. The

transitions in the (St, Ŝt) plane

are identical to those in Fig. 2.

The transitions between the

levels of the process (along the

Xt axis) are ommited here in

sake of keeping visuabilty, they

are presented in the Appendix 1

Fig. 4 MSE of Ŝt for parameters M = 5, a = 0.5, b = 1, l = 1,

k = 1, k = {10, 100, 1,000, 10,000}. The MSE improves for growing

values of dt
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manner as if the estimation process had small MSE. How-

ever, when the transition rates grow, the performance of

CRN becomes sensitive to the estimation process. As it can

be seen from Fig. 6, for k [ 1, the accuracy of the estimation

process affects the performance of SU significantly. When

the updates of Ŝt occur too slowly compared to the envi-

ronment dynamics, the average delay increases. Each of the

curves describes longer average delay dependent on d. Fur-

ther, it can be seen from the graphs that the average delay

saturates in a rapidly changing environment, however the

system remains stable. This can be explained by the fact that

when the environment state fluctuates quickly, the proba-

bility Pr(St = i, Ŝt = j) remains positive and independent of

k or d, which can be seen from Fig. 7.

As a summary of the analysis we plot in Fig. 8 the

performance curves of CRN for different values of

M assuming perfect estimation. It is clear that the perfor-

mance for different systems (different M values) saturate

when k approaches high values. It is interesting to notice

that from this plot one can learn about system trade-offs.

For example, one can answer the question whether better

performance could be reached by splitting the SU in two

groups generating half the original traffic rate (0.5k) and

with separated spectrum pools of M/2 channels. Comparing

the average delay at the point k = 6 on curve M = 8 to the

point k = 3 on curve M = 4 shows that using a larger

spectrum pool improves the performance.

4 CRN policy optimization

In previous sections, we modeled the cognition cycle,

analyzed it and evaluated its impact on the performance of

the CRN. The evaluation was carried out for CRN that

makes decisions based on some arbitrarily chosen greedy

policy PG. In this section, we aim to improve the perfor-

mance of the cognition cycle and the CRN by optimizing

the decision making process, i.e., by optimizing the policy.

4.1 Problem formulation

In our framework, a policy P governs the decision-making

phase of the cognition cycle. This policy is responsible for

managing the sensing-transmission tradeoff by tuning the

continuous parameter ht, and for allocation of channels, Ct.

The values of Ct and ht are determined dependently on

Fig. 5 Average delay versus k for different values of c. Parameter

values a = 1, b = 2, l = 1, k varies in the stable region of the

system q = k/l\ Ma/(a ? b)

Fig. 6 Average delay of CTMC model for parameters M = 5,

a = 0.5, b = 1, l = 1, k = 1, d = {10, 100, 1,000, 10,000}

Fig. 7 MSE of Ŝt for parameters M = 5, a = 0.5, b = 1, l = 1,

k = 1, d = {10, 100, 1,000, 10,000}

Fig. 8 Average delay of CTMC model for M = {4, 6, 8, 10},

a = 10, b = 2, l = 1
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current estimation of the networks state Ŝt, current CRN

buffer state Xt, entire system model and its parameters,

which we denote by X:

ðCt; htÞ ¼ PðŜt;Xt; XÞ ð7Þ

We aim to optimize CRN performance by minimizing the

average average delay W of SU. In the previous section, we

calculated W by applying the matrix geometric analysis to

the 3-D CTMC and the Little’s law. The 3-D CTMC structure

embeds the policy P as follows: the levels transitions (Xt) are

affected by the service rate lt (3) and the state transitions (Zt)

within the level are affected by the estimation update rate dt

given by dt = (1 - ht)lB. Therefore, given the system

structure and its parameters X, we regard the average average

delay W of SU as a function of the policy P, W = W(P; X).

The resulting optimization problem is given by:

P� ¼ arg min
P2P

WðP; XÞ ð8Þ

where P is the set of all the feasible policies, i.e., policies

which for valid inputs Ŝt [ {0, …, M} and Xt [ {0, 1, 2, …}

decide on valid values of h [ [0,1] and Ct [ {0, 1, 2, …, M}.

Our optimization problem (8) is a complicated one. First, it can

be shown that the problem is not convex, and the gradient-

based techniques are not applicable since it is difficult to obtain

a gradient for W. Next, the setP consists of policies comprising

both continuous (h) and discrete (Ct) action spaces, which

requires special approach for optimization. Additionally, the

problem exhibits a high computational complexity, due to the

rapidly growing (with M) set of feasible policies P.

We solve this problem by applying the cross-entropy

(CE) method of stochastic optimization. CE method is a

state-of-the-art method for solving combinatorial and

multi-extremal optimization problems. In the following

subsection, we review briefly the CE method and demon-

strate its application for our optimization problem. The

readers interested in further details are referred to [25].

4.2 Cross-entropy based stochastic optimization

The main idea behind the CE method is to define for the

original optimization problem an associated stochastic

problem and then to solve efficiently the associated prob-

lem by an adaptive scheme. The described below procedure

sequentially generates random solutions which converge

stochastically to the optimal or near-optimal one.

We define a stochastic policy P((Ct, ht)|r(Ŝt, Xt)) as the

associated stochastic problem for (8). P((Ct, ht)|r(Ŝt, Xt)) is

the probability of choosing action (Ct, ht) when CRN’s

state is (Ŝt, Xt) according to the parameter r(Ŝt, Xt). In the

following we use shorthand notation of r for r(Ŝt, Xt). For

the defined associated stochastic problem, the CE method

iteratively draws sample policies P(j) (j = 1, 2, …, J) from

the defined above probability and calculates the average

delay W(P(j); X) for each sample. Then N (N \ J) best

samples graded by their related average delay are used to

update the parameters r, in order to produce better samples

in the next iteration. The algorithm stops when the score of

the worst selected sample no longer improves significantly.

The exact CE algorithm is presented in Appendix 2.

4.3 Cross-entropy optimized policies

We present here policies obtained from CE optimization and

examine them in order to get insights concerning the optimal

decision-making process in CRN. As in the previous sections

we are interested to reveal the impact of the cognition cycle

and the dynamics of the environment on the optimal policy.

We set the parameters of the environment (X): the number of

PU channels is M = 6, and the transmission rate over every

channel is l = 1, the constant B is set to unity, the parameters

responsible for the environment dynamics are set to a =

b = k—as before we will check the performance for different

values of k = {0.001, 1, 1,000}, the arrival rate of CRN traffic

is k = 4. This set of parameters X initializes the algorithm for

CE based policy search described in Appendix 2, the addi-

tional parameters controlling the algorithm are: population

size N = 1,000, number of best samples J = 10, maximum

iterations T = 100, threshold values d = 5 and e = 1e - 4.

In our associated stochastic problem the policy chooses

action (Ct, ht) when CRN is in state (Ŝt, Xt). We assume

that, Ct is a discrete random variable that takes integer

values {0, 1, …, M}, while the tradeoff parameter ht is

normally distributed according to a truncated normal dis-

tribution in the range [0,1]. Note that our policy is state

dependent. We distinguish between the cases Xt = 0 and

Xt [ 0. Obviously, for Xt = 0 CRN has no packets to

transmit and in this case it is reasonable to allocate the

bandwidth resources to the sensing process (ht = 1). The

CE algorithm optimizes the policy for Xt [ 0.

The resulting CE optimized policies are presented in

Fig. 9. For the case k = 1,000, CRN fails to keep track of

the rapidly changing network state. This can be seen

through the channel allocation C = (3, 3, 3, 3, 3, 3, 4),

which is insensitive to the estimation Ŝt, and the number of

accessed channels is approximately the average number of

unoccupied channels E[St]. Nevertheless, the tradeoff

parameter h = (0.57, 0.91, 0.93, 0.99, 0.72, 0.59, 0.37)

shows that CRN tries to avoid collisions with PU; a simple

analysis of the CTMC (in Fig. 2) shows that for a = b, St

resides only a small portion of time in the states 0 and M

while it spends more time in the inner states. This fact is

reflected in the low values of h when Ŝt is 0 or M. In order

to better react to the fast network changes, CRN accelerates

the sensing rate d = (1 - h) lB in these states.
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For the case k = 1, the resulting policy is more sensitive

to the estimation of the environment state Ŝt, and the

number of accessed channels C = (1, 1, 2, 3, 4, 5, 5) is

approximately Ŝt except for the rapidly switching states 0

and M. As in the previous case, the tradeoff parameter

h = (0.3, 0.7, 0.8, 0.92, 0.92, 0.87, 0.7), allocates more

bandwidth for transmissions when Ŝt indicates that the

network state is a persistent one. When the environment

changes occur in a significantly slower manner compared

to the rate of the perception process k = 0.001, the tradeoff

parameter h = (0.99, 0.99, 0.99, 0.99, 0.99, 0.98, 0.98)

takes very high values independently of the estimation Ŝt.

The allocation of the channels C = (1, 1, 2, 3, 4, 5, 6) is

equal to Ŝt even for the rapidly switching state M.

Note that the optimized policies allow the sensing rate

and the number of accessed channels to be a function of the

current state estimation. This is crucial, because when

some states are very likely to persist for longer periods, the

cognition cycle may choose a more efficient course of

action.

In Fig. 10, we compare the performance of the CRN

under greedy and CE optimized policies. Under the greedy

policy, the average delay W decreases when the network

transitions accelerate (k \ 0.1). This happens since CRN

tracks well the channels and efficiently utilizes the vacant

ones. For k [ 0.1, W grows since CRN fails to track the

fluctuating state of the network. When comparing the two

policies, it can be seen that the average delay, under CE

optimized policy, does better in orders of magnitude for the

entire range of network dynamics (k [ [10-3,104]).

4.4 Protection of PUs’ transmissions

Generally, the PUs legacy communication systems lack the

mechanisms for coordination of their medium access with

SUs. Therefore, it is CRN responsibility to maintain hier-

archical operation of DSA scheme, i.e., giving priority and

reducing interference to PUs. Here, we study the important

objective of CRN to protect PUs’ transmissions.

We define I to be the proportion of PUs that are inter-

fered on average by CRN transmissions. This performance

measure is given by:

I ¼ 1

M

XM

i;j¼0

C ið Þ � j½ �þPr Ŝt ¼ i; St ¼ j
� �

ð9Þ

where [x]? = max(x, 0) is a positive part function and C(i) is

the number of channel accessed by CRN when the estimation is

Ŝt = i. It is obvious that optimizing for I would result in an

undesirable policy for which C(i) = 0, i [ {0, 1, 2, …, M}.

Instead, this metric could serve as additional criteria for eval-

uation of the CE optimized policies. We calculate the inter-

ference for the three cases presented in the previous section.

Calculations show that for the values k = 1,000, 1 and 0.001,

we obtain I = 0.08, 0.12 and 0.03, respectively. The expla-

nation for this non-monotonic behavior comes from looking

closely at the policies. It turns out that for k = 1, the CE

optimized policy tries to access the channels in a greedy

manner while it can be seen from the corresponding values ofh,

that the sensing process requires significant rates. This means

that in some cases the optimization of CRN performance could

result in high interference to PU’s. In these situations a special

care should be taken. For example, the CRN could be designed

to deliberately reducing the number of the channels accessed

till the interference decreases bellow some threshold value.

5 Summary and future work

In this paper, a three-dimensional CTMC process has been

introduced to model the operation of CRN where PU form
Fig. 9 The CE optimized policy for parameters M = 6, l = 1,

k = 4, a = b=k = {1,000, 1, 0.001}

Fig. 10 CRN average delay under greedy and CE optimized policies

for parameters M = 4, B = 1,l = 1,k = 0.5,a = b = k [ [10-3,104]
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a birth–death process and SU can queue. The analytical

framework combines the environment dynamics, percep-

tion and decision making components of the cognition

cycle and the spectrum access processes. The model was

analyzed using matrix geometric approach. The analysis

results give insights about the behavior of CRN in general

and the impact of sensing rate and the system dynamics on

the average delay of secondary users in particular.

The cognition cycle is treated as an integral part of the

system’s overall behavior, and we optimize policies con-

trolling simultaneously the interdependent perception and

transmission processes. In this way, the resources are

allocated according to the needs of the overall task. The CE

optimized policies demonstrate adaptive behavior in which

the resources are intelligently allocated to the perception

and the transmission processes in a task-relevant manner.

In the future work we plan to further enhance the proposed

perception model by introducing inaccurate sensing and

prediction of the environment state changes.

Appendix 1: Analysis of the 3-D CTMC

We present here the analysis of the 3-D CTMC in Fig. 4.

CTMC structure

In order to make the analysis of the system easier we

numerate the states of Zt lexicographically, i.e. (0, 0), (0,

1), …, (0, M), (1, 0), (1, 1), …, (M, M) and index them 1 to

(M ? 1)2. This new order of states turns our CTMC to

two dimensional since now Zt [ {1, 2, …, (M ? 1)2}.

Then again we order the states lexicographically, i.e.

(0, 1), (0, 2), …, (0, M ? 1), (1, 1), (1, 2), … and con-

struct the generator matrix Q of this CTMC which is

given by:

where B00 = {B00(i, j)}, B01 = {B01(i, j)}, B10 = {B10(i,

j)}, B11 = {B11(i, j)}, A0 = {A0(i, j)}, A1 = {A1(i, j)} and

A2 = {A2(i, j)} are (M ? 1)2 9 (M ? 1)2 matrices. A 0

entry in Q (and in other matrices) is a matrix of all zeros of

the appropriate dimension. It can be seen that in our model

B01 = A0 = diag{k, k, …, k}. For each value zi,j = (i, j)

the process Zt can take, the service rate is li,j = l min{i,

j}. We order the elements li,j in the same way as we did for

Zt and obtain a vector of service rates l. It can be seen that

B10 = A2 = diag{l}, while the matrices B00 and B11 = A1

are more complicated:

and

B00 i; jð Þ ¼

� kþ M � i= M þ 1ð Þb cð Þaþ i= M þ 1ð Þd ebð Þ j ¼ i

ðM � i= M þ 1ð Þb cÞa j ¼ iþM

i= M þ 1ð Þd eb j ¼ i�M

d j ¼ i= M þ 1ð Þb c M þ 2ð Þ \ i 6¼ j

0 else

8
>>>><

>>>>:

A1ði; jÞ ¼

� kþ ilþ M � i= M þ 1ð Þb cð Þaþ i= M þ 1ð Þd ebð Þ j ¼ i

M � i= M þ 1ð Þb cð Þa j ¼ iþM

i= M þ 1ð Þd eb j ¼ i�M

d j ¼ i= M þ 1ð Þb c M þ 2ð Þ \ i 6¼ j

0 else

8
>>>><

>>>>:
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Stationary probabilities

We define the stationary probabilities pi,j of the process to

be at level i and state j within that level. Calculating the

stationary probabilities will allow evaluating interesting

quantities, mainly the average delay of SU. The calcula-

tions here follow [23] and are adopted for our model.

Let pi : (pi,1, pi,2, …, pi,M2) and p : (p0, p1, p2, …).

The stationary distribution is the unique set of pi C 0,

i C 0, that solves

pQ ¼ 0

pe ¼ 1

�

ð10Þ

where e (0) denotes an appropriately dimensioned column

(row) vector of 1’s (0’s). From the first equation in (10) we may

write down for the repeating portion of the process (j C 1):

pj�1A0 þ pjA1 þ pjþ1A2 ¼ 0 ðj� 1Þ ð11Þ

For this type of CTMC characterized by a boundary

conditions in the first column of Q followed by a repetitive

portion of columns containing matrices A0, A1 and A2, there

exist some constant matrix R such that

pj ¼ pj�1R; ðj� 1Þ ð12Þ

and that the values of pj, j C 1, have a matrix geometric form:

pj ¼ p0R j; ðj� 1Þ ð13Þ

substituting (13) into (11) yields

A0 þ RA1 þ R2A2 ¼ 0 ð14Þ

This quadratic equation in R is typically solved

numerically. There is more than one R that solves (14).

When the CTMC is ergodic, there is an unique stationary

distribution p that satisfies (10). Analogous to the scalar

case where the utilization factor should be less than unity,

in our case all eigenvalues of R must be less then unity for

the normalization constraint in (10) to hold [24].

After solving for R, in order to determine the stationary

probabilities, we continue with the boundary conditions:

p0B00 þ p1A2 ¼ p0ðB00 þ RA2Þ ¼ 0 ð15Þ

Equation (15) alone is not enough to solve for p0 since it

is not of full rank and we must use the normalization

constraint in (10):

pe ¼
X1

j¼0

pj

 !

e ¼ p0ðI � RÞ�1
e ¼ 1 ð16Þ

Combining (15) and (16) we have

p0 I � Rð Þ�1
e; B00 þ RA2ð Þ�

h i
¼ 1; 0½ � ð17Þ

where B00 þ RA2ð Þ� is the result from removal of the first

column from the matrix (B00 ? RA2), and [1,0] is a row

vector consisting of a 1 followed by (M ? 1)2 - 1 zeros.

Equation (17) is solved by appropriate numerical methods.

Appendix 2: Cross-entropy algorithm for CRN policy

optimization

In this appendix we present the CE algorithm for CRN

policy optimization.

Input:

• function W(P; X)

• system parameters X = {a, b, M, k, l}

• probability density families {pC(�; rC)} and {ph(�; rh)},

• initial parameters rC,0 and rh,0

• parameters N, J, T, d, e
• t / 0

Repeat

1: Generate samples C(j) (j = 1, 2, …, J) from pC(�; rC,t-1)

2: Generate samples h(j) (k = 1, 2, …, J) from ph(�; rh,t-1)

3: Compose policy samples P(j) = (C(j),h(j)) (j = 1, 2, …, J)

4: CalculateW(j) = W(P(j);X) foreachsample (j = 1,2, …,J)

5: Keep N (N \ J) best samples graded by their W(j)

value and discard the other samples

6: Vt = minj(W
(j)) (minimize over the saved N best

samples)

7: Using the N best samples update the parameters

7.1: rC;t  arg max
rC

PN

n¼1

ln prC
CðnÞ; rC

� �� �

7.2: rh;t  arg max
rh

PN

n¼1

ln prh hðnÞ; rh

� �� �

8: t / t ? 1

Until (t [ T or |Vt - Vt-s|\e, s = 1, 2, …, d)

Output:

P* = (C*, h*)—best sample, W* = W(P*; X)—best value
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