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Abstract—In this paper, we analyze polling systems with multiple types of simultaneous arrivals, namely, batches of customers may arrive at different queues at an arrival epoch. We consider cyclic polling systems with $N$ queues, general service time distribution in each queue and general switchover times. For both the exhaustive and the gated service disciplines we derive the necessary equations for computing the $N$ expected waiting time figures. A “pseudo” conservation law for these systems is also derived. The analysis approach can be applied to other polling systems with multitype simultaneous arrivals.

I. INTRODUCTION

Queuing systems with multiple types of simultaneous arrivals (correlated arrivals) have rarely been treated in the literature. The purpose of this paper is to introduce a complete analysis of the expected waiting times in cyclic polling systems with this type of arrivals.

The main reason for considering correlated arrivals is that, in practice, the arrival processes to the different queues of a queuing system are not necessarily independent. For instance, let us examine a communication system that can be modeled as a cyclic polling system. Consider a switching node with $N$ input queues, $N$ output channels and a single switch that connects queue $i$ to channel $i$ according to some polling policy. In such a system, when one message originated at the node has to be broadcast through a subset of the channels, its generation corresponds to an arrival of a copy of that message to each of the corresponding queues at the same time. Therefore, the arrivals are not independent in this system. Other examples in different systems can also be thought of.

Polling systems have been considered in numerous papers [1]–[28]. The only paper that considered a polling system in the context of correlated arrivals is that of Dou and Chang [6], where a two-queue discrete-time polling system with zero switchover time (walking time) and a very restricted structure of correlation between the arrivals to the two queues has been considered. The analysis in [6] is tailored to the specific correlation they assume and therefore it cannot be extended to general correlations or to systems having more than two queues.

In this paper, we consider continuous-time polling systems with $N$ queues, general structure of correlation between the arrivals to the queues at an arrival epoch and arbitrary switchover times. In Section II, we present our model for correlated arrivals and in Section III, we use the buffer occupancy method [4], [5], [7], [11], [14], [22], [24] to derive the $N$ expected waiting time figures for the gated and the exhaustive disciplines. In addition, we present a “pseudo” conservation law [2] for our system. In Section IV, we compare several special cases of the correlated arrivals polling system, discuss the computational aspects of the numerical method and examine the applicability of our analysis to other polling systems.

II. MODEL DESCRIPTION, MAIN ASSUMPTIONS, AND NOTATIONS

The systems considered here consist of $N$ infinite buffer queues and a single server with switchover periods (assumed not to be deterministically of zero length). The queues are indexed $1, 2, \ldots, N$ and for simplicity of notation, all references to queue index are implicitly assumed to be modulo $N$.

The service order is cyclic. After completing servicing queue $i$ the server incurs a switchover period (whose length is associated with queue $i$) and moves to serve queue $i+1$. Two service policies are considered: i) Exhaustive service, in which when the server polls queue $i$ it will serve this queue until its buffer empties. ii) Gated service, in which when the server polls queue $i$ it will serve all the customers present in queue $i$ at the polling instant. The period at which the server serves queue $i$ is called a service period of queue $i$.

We model correlated arrivals as follows. Along the time axis, there are arrival points. The distribution of the arrival points is Poisson with parameter $\lambda$. At each arrival point, batches of customers arrive to the different queues according to some probability distribution. Specifically, let $K = (K_1, K_2, \ldots, K_N)$ be a random vector in which component $K_i$ represents the number of customers arriving to queue $i$ at an arrival point. The vector $K$ is assumed to have the same joint distribution at each arrival point and this distribution is independent of previous or future arrival points. The joint probability distribution of the vector $K$, 

$$\{\text{Prob}[K_1 = i_1, \ldots, K_N = i_N] | i_j \geq 0, 0 \leq j \leq N\},$$

is arbitrary. Thus, we have a rather general structure of correlation between the simultaneous arrivals to the different queues at an arrival epoch. The special case of independent batch arrivals is represented by a distribution in which the only nonzero probabilities are of the form 

$$\text{Prob}[K_1 = 0, \ldots, K_i = i, \ldots, K_N = 0]$$

for some $i \geq 1$. The case of single independent arrivals is represented by a distribution in which the only nonzero probabilities are of the form 

$$\text{Prob}[K_1 = 0, \ldots, K_i = 1, \ldots, K_N = 0]$$

for some $i$. Notice that with correlated arrivals the arrival rate of customers

1 With the constraints $K_i \geq 0$ for every $i$, and $K$ is not the zero vector.
to queue $i$ is $\lambda_i = \lambda E[K_i]$. We let $|K_{i,j}| = E[K_i^2] - E[K_i]$ and for $j \neq i$ $|K_{i,j}| = E[K_i K_j]$. In addition, we let $z = \langle a_1, a_2, \ldots, a_N \rangle$ and $K(z) = E[\lambda_1^z K_1^z \lambda_2^z \cdots \lambda_N^z N]$. The service time required by the customers of queue $i$ (type-i customers) is a random variable $B_i$ (type-i service) with a general distribution, having Lévy transform $B_i^*(s)$, mean $b_i$ and second moment $b_i^2$. The offered load to queue $i$ is defined as $\rho_i = \lambda_i b_i$ and the total system utilization is $\rho = \sum_{i=1}^N \rho_i$. The switchover period following the service of queue $i$ is an independent random variable $R_i$, having a general distribution with Lévy transform $R_i^*(s)$, mean $r_i$ and second moment $r_i^2$. We denote $r = \sum_{i=1}^N r_i$.

In the sequel, we use the buffer occupancy method to obtain the generating function, first and second moments of queue size distributions at polling instants. To that end, we let $X_i^j$ denote the number of customers residing in queue $j$ when queue $i$ is polled. We define

$$F_i(z_1, z_2, \ldots, z_N) \triangleq E\left[ X_i^1 X_i^2 \cdots X_i^N \right]$$

(2.1)

$$f_i(j) \triangleq E\left[ X_i^j \right], \quad f_i(j, k) \triangleq E\left[ X_i^j (X_i^k - 1) \right]$$

(2.2)

The number of customers arriving to queue $j$ during the switchover period $R_i$ is denoted by $R_i^j$. The number of customers arriving to queue $j$ during a service period of queue $i$ is denoted by $A_i^j$. The basic relations that hold in the polling system are

$$X_{i+1}^{j} = \begin{cases} X_i^j + A_i^j + R_i^j & \text{if } j \neq i, \\
A_i^j + R_i^j & \text{if } j = i \end{cases} \quad \text{GATED (2.3)}$$

$$X_{i+1}^{j} = \begin{cases} X_i^j + A_i^j + R_i^j & \text{if } j \neq i, \\
R_i^j & \text{if } j = i \end{cases} \quad \text{EXHAUSTIVE. (2.4)}$$

III. ANALYSIS

A. The Gated Discipline

Since $R_i^j(\lambda - \lambda K(z))$ and $B_i^j(\lambda - \lambda K(z))$ are the joint generating functions of the number of customers arriving to the queues during the switchover period $R_i$ and the service time $B_i$, respectively, we obtain from (2.3) [after some algebra]

$$F_i(z_1, z_2, \ldots, z_{i-1}, B_i(\lambda - \lambda K(z)), z_{i+1}, \ldots, z_N).$$

(3.1)

By taking the respective derivatives of (3.1) at $z_1 = z_2 = \cdots = z_N = 1$ we can obtain sets of equations necessary to compute $f_i(j)$ and $f_i(j, k)$. In fact, it is easy to see that first moments are identical to that of the regular gated system (without correlations). Thus (see, e.g., [27])

$$f_i(i) = \frac{\lambda_i r_i}{1 - \rho};$$

$$f_i(j) = \lambda_j \left[ \sum_{k=0}^{i-1} r_k + \sum_{k=j}^{i-1} \rho_k (1 - \rho) \right] \quad j \neq i. \quad (3.2)$$

For the second moments, we obtain

$$f_i+1(j, k) = \lambda_j \lambda_i r_i (\lambda_i b_i^2 + \lambda_i r_i f_i(k)) + \lambda_j \lambda_i r_i f_i(j) + \lambda_i r_i f_i(k)$$

$$+ \lambda_i \lambda_k b_i^2 f_i(k, i) + \lambda_i \lambda_k b_i^2 f_i(j, i) + \lambda_i \lambda_k r_i f_i(k, i) + \lambda_i \lambda_k r_i f_i(j, i) K_{j,k}$$

$$i \neq j, j \neq k \quad (3.3a)$$

$$f_i+1(i, k) = \lambda_i \lambda_i r_i (\lambda_i b_i^2 + \lambda_i r_i f_i(k)) + \lambda_i \lambda_i b_i f_i(k, k) + \lambda_i \lambda_i b_i f_i(j, k) + \lambda_i \lambda_i r_i f_i(k, i) + \lambda_i \lambda_i r_i f_i(j, i) K_{j,k}$$

$$i \neq j, j \neq k \quad (3.3b)$$

$$f_i+1(i, i) = \lambda_i^2 r_i (\lambda_i b_i^2 + \lambda_i^2 r_i b_i + \lambda_i^2 b_i^2 f_i(i)) + \lambda_i^2 b_i^2 f_i(i, i) + \lambda_i^2 b_i^2 f_i(j, i) K_{j,i}$$

(3.3c)

Equations (3.3a-c) form a set of $N^3$ linear equations which can be solved numerically to yield the values of $f_i(i, i)$, $(i = 1, \ldots, N)$ that are required for the derivation of expected waiting times. Note that an alternative way to derive (3.3a–c) is to use a direct computation by substituting (2.3) in (2.2) [20].

Expected Waiting Times: In the analysis of the regular gated system (single independent arrivals, see, e.g., [27]) the mean waiting time of a customer is given by

$$E[W_i] = \frac{h_i(i, i)}{h_i(i)} \cdot \frac{1 + \lambda_i b_i}{2 \lambda_i} \quad (3.4)$$

where $h_i(i)$ and $h_i(i, i)$ play the role of $f_i(i)$ and $f_i(i, i)$ in that system.

Using (3.4) we next derive the waiting time in our system. Before doing so, some more notation is required. The customers arriving in an arrival point can be viewed as a collection of customer batches of different types. The (nonempty) group of type-i customers arriving in an arrival point is called a type-i batch. Let $K_{j}$ be the number of type-i customers in a type-i batch. Let $p_i$ be the probability that any type-i customers arrive in an arrival point. Then we have

$$E[K_i] = p_i \cdot E[K_{j}]; \quad E[K_{j}^2] = p_i \cdot E[\hat{K}_j^2]. \quad (3.5)$$

To compute the waiting time of type-i customers in our system, which we denote by System A, we concentrate on the marginal behavior of queue $i$ and consider System B which simulates System A as follows: A type-i customer in System B represents a type-i batch in System A. Thus, the waiting time of the first customer in a batch, in System A, is equal
to the waiting time of an arbitrary customer in System B. We therefore have to solve for the waiting time in System B using (3.4). To do this we need to derive the parameters of System B, and substitute them into (3.4).

Let \( Z_i \) be the number of type-1 batches residing in queue \( i \) when it is polled. Let \( g_1(i) = E[Z_i] \) and \( g_2(i,i) = E[Z_i^2] - E[Z_i] \). We have \( E[X_t^i] = E[Z_i]E[K_i] \) and \( E[X_t^j] = E[Z_i]E[K_i] + E[Z_i^2] - E[Z_i^2] = E[Z_i]E[K_i]^2 \). Thus, \( E[Z_i^2] = \frac{E[X_t^i] - E[Z_i](E[K_i] - (E[K_i]^2))}{E[K_i]} \) and

\[
g_2(i,i) = \frac{1}{E[K_i]} \left[ \frac{E[X_t^i]}{E[K_i]} - \frac{E[Z_i]}{E[K_i]} \right]. \tag{3.6}
\]

The arrival rate of type-1 customers to System B is obviously \( p_i \lambda_i \). The service time of a customer in that system consists of the sum of \( K_i \) type-1 service times in System A. Thus, the expected value of that service time is given by \( E[K_i] \). In addition, the terms \( g_1(i) \) and \( g_2(i,i) \) will substitute \( h_1(i) \) and \( h_2(i,i) \), respectively, in (3.4). Putting all this together, we derive the expected waiting time in System B, which is the expected waiting time of the first customer in a batch in System A [we use (3.5) and (3.6)]:

\[
E[W_i^{\text{batch}}] = g_2(i,i) \cdot \frac{1}{g_1(i)} = \left[ \frac{f_1(i)}{K_i} \right] \frac{1 + \rho_i}{2\lambda_i}.
\]

Let \( W_i^b \) be the waiting time of a tagged customer within a batch of type \( i \). By standard techniques we have \( E[W_i^b] = b_i K_{i,i} / (2E[K_i]) \). Thus, the total expected waiting time of a customer in a gated system with correlated arrivals is

\[
E[W_i] = E[W_i^b] + E[W_i^{\text{batch}}] = f_1(i) \left[ \frac{1 + \rho_i}{2\lambda_i} \right] + \frac{K_{i,i}}{2\lambda_i E[K_i]}. \tag{3.7}
\]

**B. The Exhaustive Discipline**

The key in the analysis of the exhaustive discipline is the analysis of the queue size during a busy period. We concentrate on a service period in which queue \( i \) is served. For simplicity, assume that during the service period customers are served according to the last come–first served (nonpreemptive) policy. This assumption does not affect the results since the selection of customers for service is independent of their service time.

Let \( c_k \) be an arbitrary customer; we recursively define the **subbusby period initiated by \( c_k \)** as the period at which \( c_k \) and all the customers arriving during the subbusby period are served. Let \( P_i \) be a random variable denoting the number of customers arriving to queue \( j \) during one subbusby period of queue \( i \). We define \( P(z_1, z_2, \ldots, z_{i-1}, z_{i+1}, \ldots, z_N) \) \( E[z_1z_2^2 \ldots z_{i-1}^p z_{i+1}^p \ldots z_N^p] \). We have

\[
P(z_1, z_2, \ldots, z_{i-1}, z_{i+1}, \ldots, z_N) = B_i(\lambda - \lambda K(z_1, z_2, \ldots, z_{i-1}), \ldots, z_{i-1}, \ldots, z_N).
\]

From (2.4) we have

\[
F_{i+1}(z) = R_i^*(\lambda - \lambda K(z))F_i(z_1, z_2, \ldots, z_{i-1}, \ldots, z_{i+1}, \ldots, z_N), \ldots, z_{i+1}, \ldots, z_N).
\]

(4.1)

By taking the respective derivatives of (4.1) at \( z_1 = z_2 = \ldots = z_N = 1 \) we can obtain sets of equations necessary to compute \( f_i(j) \) and \( f_j(i,k) \). In fact, it is easy to see that in this case also the first moments are identical to that of the regular exhaustive system (without correlations). Thus (e.g., [27])

\[
f_i(i) = \frac{\lambda_i(1 - \rho_i)\rho}{1 - \rho}, \quad f_j(j) = \lambda_j \sum_{k=j}^{i-1} \frac{r_k + \rho_k}{1 - \rho} \quad j \neq i. \tag{4.2}
\]

For the second moments, we obtain

\[
f_{i+1}(j,k) = \lambda_i \lambda_k t_{i+1}(2) + r_{i,k} f_i(j) \quad f_{i+1}(i, k) = \lambda_i \lambda_k r_{i+1}(2) + r_{i,k} f_k(i) \tag{4.3a}
\]

\[
+ r_{i,k} f_i(k) + \frac{b_i}{1 - \rho_i} [\lambda_k f_i(i, j) + \lambda_j f_j(i, k)] + \frac{\lambda_i \lambda_k b_i^2 t_{i+1}(2)}{(1 - \rho_i)^2} F_i + \frac{f_i(i) b_i}{1 - \rho_i} [K_{i,k} + \frac{b_i}{1 - \rho_i} [\lambda_k K_{i,j} + \lambda_j K_{i,k}] + \frac{\lambda_i \lambda_k b_i^2 K_{i,k}]}{(1 - \rho_i)^2} \tag{4.3a}
\]

\[
+ \lambda_i K_{i,k} \quad i \neq j, k \neq k \quad i \neq k.
\]

(4.3b)

\[
f_{i+1}(i, i) = \lambda_i^2 t_{i+1}(2) + \lambda_i r_i K_{i,i} \tag{4.3c}
\]

Equations (4.3a–c) form a set of \( N^3 \) linear equations which can be solved by numerical techniques to yield the values of \( f_i(i), (i = 1, \ldots, N) \) which are required for the derivation of expected waiting times. A direct derivation of (4.3a–c) appears in [20].

**Expected Waiting Times:** In the analysis of the regular exhaustive system (single independent arrivals, see, e.g., [27]) the mean waiting time of a customer is given by

\[
E[W_i] = \frac{h_i(i)}{2\lambda_i h_i(i)} + \frac{\lambda_i b_i^2}{2(1 - \rho_i)} \tag{4.4}
\]

where \( h_i(i) \) and \( h_i(i) \) play the role of \( f_i(i) \) and \( f_i(i) \) in that system.

Similarly to the gated system we may compute the mean waiting time of the first customer in a batch by considering a system in which each batch is viewed as a customer. In that
system, we have to substitute \( g_i(i), \gamma_i(i, i), \lambda_i, \lambda_i^{(2)} E[N_i] + b_i^2 E[N_i^2 - N_i] \) and \( p_i \) for \( h_i(i), h_i(i, i), \lambda_i, \lambda_i^{(2)} \) and \( p_i \) in (4.4).

This will yield
\[
E[W_i^\text{batch}] = \frac{g_i(i, i)}{2\lambda_i g_i(i)}
\]
\[\frac{\lambda_i b_i^{(2)} E[N_i] + b_i^2 E[N_i^2 - N_i]}{2(1 - p_i)}\]

From the analysis of the gated system (3.5) and (3.6) we have the values of \( g_i(i, i)/g_i(i), E[N_i^2], \) and \( E[N_i] \), and we may derive the mean waiting time of an arbitrary customer at queue
\[
E[W_i] = E[W_i^\text{batch}] + E[W_i^\text{gen}]
\]
\[\frac{f_i(i, i)}{2\lambda_i f_i(i)} + \frac{\lambda_i b_i^{(2)}}{2(1 - p_i)} + \frac{(2p_i - 1)K_{i,i}}{2\lambda_i(1 - p_i)E[N_i]}\]

C. A “Conservation Law”

In [2] a “pseudo” conservation law has been derived for polling systems with uncorrelated arrivals. This law can be generalized to systems with correlated arrivals by adding the term \( \frac{1}{2} \lambda_i \sum_{i=1}^{N} \sum_{j=1}^{N} b_ib_j K_{i,j}/(1 - \rho) \) to the right-hand side of the law presented in [2]. For details see [20].

IV. DISCUSSION

A. Comparison of Different Systems

Consider a system in which \( K_{i,i} = 0 \) (for every \( i \)) and \( K_{i,j} = 0 \) (for every \( i \neq j \)), i.e., each queue gets at most one customer at any arrival point, but the arrivals to the different queues are correlated. It is seen from (3.8) and (4.5) that the expected waiting time in this system is greater than or equal to that of the regular system (no correlations). This dominance is attributed to the correlation of arrivals. Note, that though this result sounds “intuitive” it may not be simple to prove by other means.

Next, consider a system in which \( K_{i,i} > 0 \) (for every \( i \)) and \( K_{i,j} = 0 \) (for every \( i \neq j \)). This corresponds to independent batch arrivals. The comparison of this system to the regular system is not simple, and the question of whether batching always hurts performance is, therefore, left open in the context of this work. Nevertheless, based on numerous numerical examples, we conjecture that batching does always hurt performance.

Last, consider an example of an exhaustive system consisting of two queues with \( b_1 = 0.7, b_2 = 0.3, b_1^{(2)} = 0.98, b_2^{(2)} = 0.18 \). Switchover periods are identical: \( r_1 = r_2 = r_1^{(2)} = r_2^{(2)} = 1 \). The total arrival rate \( \lambda \) is a varying parameter and \( E[K_1] = E[K_2] \) implying \( \lambda_1 = \lambda_2 \). The mean waiting time in both queues is depicted in Fig. 1 versus the total load \( \rho = \sum_{i=1}^{2} \lambda_i b_i \). Continuous curves represent queue 1 and dotted curves represent queue 2. We consider three cases. The first is a regular (single independent arrivals) system (in which \( E[K_1] = E[K_2] = 0.5 \) and the correlation matrix is identically 0), whose curves are marked by the letter I. The second is a system with single correlated arrivals (in which \( E[K_1] = E[K_2] = 1, K_{1,2} = K_{2,1} = 1, \) and \( K_{1,1} = K_{2,2} = 0 \)) whose curves are marked by the letter C. The third is a system with independent batch arrivals (in which \( E[K_1] = E[K_2] = 1, K_{1,2} = K_{2,1} = 0, \) and \( K_{1,1} = K_{2,2} = 1 \)), whose curves are marked by the letter B.

As seen in the figure, the expected waiting time in the independent single arrival system (regular system) is lower than that of both the independent batch arrival system and the correlated single arrival system. This is true for both queues. Another interesting feature is that in the independent batch arrival system, the “heavy” station (queue 1) enjoys lower waiting times than queue 2 at high loads, while for low loads the situation is reversed. The reason is that for low loads, the main factor affecting performance is batching, while for high loads, as is well known for exhaustive systems, heavy loaded stations receive better service.

B. Computational Aspects

The main computational issue is that of numerically solving (3.3a–c) and (4.3a–c). These equation sets can be efficiently solved using the successive approximation method (see, e.g., [15]). As shown in [16] for systems with single arrivals the successive approximation methods will converge and it will require \( O(N^3 \log \epsilon) \) steps to converge to within relative accuracy \( \epsilon \). The logarithm base, in that expression, is \( \alpha = (\rho - \rho_{\text{min}})^2/(1 - \rho_{\text{min}}^2) \) for the exhaustive system (where \( \rho_{\text{min}} = \min \rho_i \)) and \( \alpha = \rho^2 \) for the gated system. The same holds for our system with correlated arrivals.

It is an open question whether the station-time method [1], [8], [12], [23] can be applied to polling systems with correlated arrivals. We conjecture (see [20]) that it cannot be applied since the N recent station times do not form a Markov chain.

C. Applicability of the Analysis to Other Polling Systems

In this paper, we concentrated on analyzing the “most traditional” polling systems, namely, the continuous time cyclic polling systems with either gated service or exhaustive service. The analysis, nevertheless, applies (after simple modifications) to most polling systems which have previously been analyzed under the assumption of independent single arrivals. These include mixed service, periodic polling (polling table) [1], random polling [13], discrete-time systems, zero switchover periods [12], [17], limited-1 service (here the analysis is
limited to the conservation law and symmetric systems [10], [21], [25], [26], binomial gated [18], and exhaustive [19], etc.
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