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Abstract

Several recent studies have proposed methods to accelerate the receipt of a file by downloading its parts from
different servers in parallel. The schemes suggested in most proposed parallel download approaches focus on
reducing the total download duration. For streaming applications a more crucial performance issue is the regularity
of flow of data to the application. Burstiness in data arrival implies longer playback delays, a higher probability of
interruption at the application and larger required memory space for resequencing, which is undesirable and may
become prohibitive for mobile devices with limited resources. This paper formulates models for an approach based on
receiving only one copy of each of the data blocks in a file, while different data blocks may be obtained from different
sources. This approach allows more robust download rates even when the conditions for each server/path used may
change rapidly. In the parallel download scenario, out-of-order arrivals at the receiving side are unavoidable. We
present methods to keep out-of-order low to ensure a more regulated flow of data to the application. A good indicator
to the severeness of out-of-order arrival is the resequencing-buffer occupancy. The paper focuses on the analysis of
the resequencing-buffer occupancy distribution and on the analysis of the methods used to reduce the occupancy of
the buffer.
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1. Introduction

Text files, pictures, web pages and similar resources are often available at several sites in the network.
A user that needs such a resource, say a file, would like to take advantage of the existence of copies of
the same file in a manner that will result in better performance (e.g., smaller download time).

The common approach to obtain a resource in today’s networks is to open a single TCP connection to
a single source where the resource is available and receive all the required data via this single connection.
While being very simple, this approach results in slow downloads, since only a single source is used,
unless the client’s link is utilized to its capacity by this source. With this approach, the fact that the
same data is available at more than one location can be exploited by choosing a source that may give
advantageous download times—a task that is often complicated. Studies[1–4] propose techniques for
gathering information relevant to server selection.

A more recent approach is to open multiple TCP connections to the various locations where the same
data is available, and download the data redundantly in parallel from all the sources. This may be done by
applying some coding, e.g., “Tornado Codes” or “Erasure Codes”[5–9]. Transmitting a file repeatedly to
multicast groups that may be joined by any client that may need the file[5,8,10]takes advantage of the
redundancy in sources and seems to be very efficient in the multi-destination case (many-to-many). In the
single destination case (many-to-one) it may result in some overhead in the total amount of transmitted
data. This in turn may result in greater delay due to congestion and higher paid prices when charges are
for the total amount of data received. Moreover, the flow of data to the application will be rather bursty,
due to extensive resequencing that may be needed. In fact, for the codes suggested in[6–8] the decoding
may begin only after the data is received completely from all sources, resulting in additional delay and
highly bursty arrivals to the application.

Another approach is based on the fact that a user should strive to minimize the total download time,
while keeping the overall data transmitted as low as possible. This can be achieved by downloading
different parts of a file from different sources. Note that with this approach data segments are likely
to arrive out-of-order, which may cause large resequencing-buffer demands, and re-ordering, resulting
in an unregulated flow of data to the application at the destination[11]. An example for this approach
is described in[12], where download time was measured for cases where different parts of a file were
requested and downloaded in parallel from several servers. The results indicated that for large enough files,
if the data chunk requests from each source are dynamically updated according to network conditions,
the download duration becomes shorter compared to a single source case, even if the “best” single source
was to be chosen.

In the context of streaming applications the latter approach has additional advantages. By dynamically
deciding what data segment should be requested from each source, the playback delay can be significantly
reduced compared to schemes that reconstruct the file only after the entire resource was received. Also,
this alleviates the need to store all the data at the receiving end, which may become an issue when the
resource is large and the available memory is limited (e.g., portable device). In this context the benefits
of source diversity are in enabling streaming by providing a sufficient download rate with much lower
reception rate variance compared to the single source case.

For this scheme to be robust and work effectively, the sizes of the data chunks requested from the
different sources and the sequence and timing for issuing requests should be adapted to the ever changing
network conditions. Otherwise, the required buffer space may keep increasing steadily and the initial
playback delay will become insufficient, resulting in interruption at the application.
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This paper focuses on the latter approach according to which different data chunks are requested from
different servers, and downloaded in parallel. The basic idea is to obtain, before and during the reception
process, statistics on the current possible reception rate and path delay from all the relevant sources. This
can be achieved by using end-to-end measurements, as described in[12]. Based on this information, the
receiver dynamically determines the specific data chunk and its corresponding magnitude to be requested
from each source for timely reception of the data, as required by the application. By clever management
of the requests lower reception rate variance is achieved, which in turn results in a more regulated flow
of data to the application. This enables shorter playback delays and smaller resequencing-buffers, while
incurring a minimal and balanced load on the network.

The goals of this paper are to formulate suitable models for the approach described above and analyze
the performance of these models in terms of the resequencing-buffer requirements for different data
request strategies. In our model we assume a fine, packet level granularity for requests made to the
servers. Every packet in a downloaded file is assigned to (i.e., requested from) asingle source responsible
for its transmission. With this level of granularity any loss of generality in terms of possible data request
strategies is avoided. In this paper, we derive the probability distribution of the resequencing-buffer
occupancy for several possible download strategies. This is important for the determination of necessary
buffer sizes at the receiver, and accordingly the required playback delay to keep potential interruption
at the application under a specific threshold. We also devise algorithms for assigning which packets to
download from each source, to help in keeping the resequencing-buffer occupancy as low as possible,
and the data flow to the application as smooth as possible. Performance analysis of these algorithms is
also presented.

The rest of this paper in organized as follows. In Section2we present the sources, destination and delay
models. In particular, we derive a packet delay model for a single source that guarantees that packets it
sends arrive in order to the destination. Section3 contains the analysis for isochronous sources (sources
that have equal transmission rates), while Section4 contains the analysis for heterogeneous sources.
Section5 introduces algorithms for reducing the resequencing-buffer occupancy. Section6 contains
some numerical examples. Finally, Section7 contains a summary and discussion.

2. The model

2.1. The sources and the destination

We consider the case whereN sources transmit different segments of the same file to a destination.
LetL denote the file to be downloaded andLi (1 ≤ i ≤ N) be the segment of the file to be downloaded
from sourcei. To insure that each segment of the file is downloaded from a single source we need that
Li ∩ Lj = ∅ for all i �= j. Clearly,∪iLi = L. An example for a file partition is forLi to contain packets
i + lN for l = 0, 1, 2, . . ..

One of the main problems dealing with the situation of receiving data segments of the same file from
different sources simultaneously is that to forward the data to the application in sequence, the receiver
must store packets received out of sequence in aresequencing-buffer or as separate data files in memory
until all the preceding data is received. When data is received from several sources, packets may be
received out of sequence, even if packets received from any single source are received in the order they
were sent.
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Due to the random delay, the occupancy of the resequencing-buffer at the destination will be random.
Our goal is to determine the occupancy probabilities of this buffer. Having the probability distribution of
the buffer occupancy will enable the provision of necessary buffer size at the receiver to keep potential
overflows under a specified threshold.

2.2. The delay from source to destination

Consider the random delay packets experience when transmitted from a source to the destination. We
focus on delay models that ensure packets from a single source arrive in the order transmitted despite
the random delay. This is often the case when a single static route from the source to the destination is
used. Other delay models, including an analysis of the resequencing-buffer occupancy while receiving
data from a single source (via possibly lossy routes), are studied in[13].

In the following we derive the basic necessary conditions upon the delay distribution to ensure packets
arrive at their destination in the same order they were transmitted. To facilitate the explanation, we use
the following notations:

T (i)—the time packeti was transmitted;
d(i)—the delay experienced by packeti;
A(i)—the time packeti arrived at the destination;
∆T(i)—the inter-departure time for packetsi − 1 andi;
∆A(i)—the inter-arrival time for packetsi − 1 andi.

Obviously,A(i) = T (i) + d(i), ∆T(i) = T (i) − T (i − 1) and∆A(i) = A(i) − A(i − 1). To ensure ar-
rival in sequence it is necessary and sufficient to ensure that for alli ≥ 0 packeti + 1 will not arrive
before packeti. The time packeti is received can be written asA(i) = T (i − 1) + ∆T(i) + d(i), while
the time packeti − 1 is received isA(i − 1) = T (i − 1) + d(i − 1). For orderly reception we require
that∆A(i) = A(i) − A(i − 1) ≥ 0 ∀i. This condition can be written as∆A(i) = A(i) − A(i − 1) = T (i −
1) + ∆T(i) + d(i) − T (i − 1) − d(i − 1) = ∆T(i) + d(i) − d(i − 1) ≥ 0 ∀i, or d(i) ≥ d(i − 1) − ∆T(i).
We also needd(i) to be non-negative,d(i) ≥ 0 ∀i.

Consequently, the only restrictions upond(i) are:d(i) ≥ 0 andd(i) ≥ d(i − 1) − ∆T(i). Therefore,
d(i) can be any probabilistic functionf (d(i − 1), ∆T(i)) that satisfies

f (d(i − 1), ∆T(i)) ≥
{

d(i − 1) − ∆T(i) d(i − 1) − ∆T(i) ≥ 0

0 d(i − 1) − ∆T(i) < 0
(1)

To ensure the delay does not diverge, we need a stability constraint onf (d(i − 1), ∆T(i)).
For the special case where packets are transmitted at a constant rate (as is suitable for streaming), i.e.,

every time unit, we have∆T(i) = 1 ∀i ≥ 1, and(1) becomes

f (d(i − 1), ∆T(i)) = f (d(i − 1)) ≥
{

d(i − 1) − 1 d(i − 1) ≥ 1

0 d(i − 1) < 1
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For simplicity, let the delay be integer multiples of a time unit. Consequently,f (d(i − 1)) can be any
integer that satisfies

d(i) = f (d(i − 1)) ≥
{

d(i − 1) − 1 d(i − 1) > 0

0 d(i − 1) = 0
(2)

Consider the Markov-chain inFig. 1where statei corresponds to delay ofi time units and the arrows
correspond to the transitions among states with the respective probabilities (i.e.pij is the probability of
having delayj time units for the next packet, given that the current packet is delayedi time units). Any
delay process represented by this Markov-chain assures(2) is satisfied. Also, assuming disjoint paths
from sources to destination, this model is quite general and reasonable to assume.

For stability of the delay we need (see Theorem 4 in[14]) that there existsM, such that

pi(i−1) ≥
∞∑

k=i+1

(k − i)pik, ∀i ≥ M (3)

which is sufficient to ensure the irreducible and aperiodic Markov-chain that represents the delay process
is recurrent.

In [15] Baccelli and Makowski state the result that if the arrival process into a disordering network
(equivalent to the transmission instances in our model), and the delay in the disordering network are
jointly ergodic, the resequencing queue is assured to be stable (i.e., steady-state occupancy probabilities
for the resequencing-buffer exist), if orderly arrivals are expected.

In the multi-source case, several Markov delay models similar to the above are combined. This can be
easily shown to establish a multi-dimensional recurrent Markov process for the set of delays of packets
from the different sources. Hence, the delay of packets in the disordering network is ergodic. Combined
with the constant transmission rates of the sources, ergodicity is assured.

However, whether the arrival into the disordering network is orderly depends on the assignment of
packets to be transmitted by the different sources. The cyclic assignment in Section3 assures global
orderly transmission. In Section4, an assignment based onSturmian Words, assures global orderly
transmission. In Section5, the suggested algorithms result in disorderly global transmission. However,
the analysis shows that these assignments have equivalent cyclical assignments for which all the sufficient
conditions above hold. Hence, throughout this paper, all resequencing queues are stable and can therefore
be analyzed in terms of steady state occupancy probabilities.

Fig. 1. The Markov-chain representing the delay.
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3. Isochronous sources

In this section we consider isochronous sources, i.e., sources with transmission rates equal to one packet
per time unit. We begin by considering a simple partition of a file in which the packets transmitted at
time 0 by sources 1, 2, . . . , N are packets 1, 2, . . . , N, respectively. After transmitting the firstN packets,
the packets are appointed to the sources cyclically, thus, at timet sources 1, 2, . . . , N transmit packets
1 + Nt, 2 + Nt, . . . , N + Nt, respectively, i.e.,Li contains packetsi + lN for l = 0, 1, 2, . . ..

The delay of packets from each source is a random process that corresponds to the general discrete
delay model for packets received in sequence from a single source. The delay processes for the different
sources are represented by (possibly different) realizations of the Markov-chain inFig. 1. This allows
for unique average delay and the steady-state probabilities for each source. Assuming disjoint paths are
used for transmission, the delays from different sources are independent. Note that we allow zero delays
in our model.

3.1. Two sources

To facilitate the presentation we begin with a two-source system. In this case source 1 transmits the odd
indexed packets (i.e., 1, 3, 5, . . .) while source 2 transmits the even indexed packets (i.e., 2, 4, 6, . . .). To
find the distribution of the resequencing-buffer occupancy we assume steady-state is maintained before
time t, and calculate the resequencing-buffer occupancy probabilities at timet. The following definitions
are required:

Definition. dX,t is the delay experienced by the last packet received from source X at timet.

Definition. ∆X,t is the time that passed since receipt of the last packet from source X at timet.

Definition. δX,t is the time that passed since the last packet received from source X was transmitted at
time t.

For brevity, in the remaining of the paper we refer todX,t, ∆X,t andδX,t asdX, ∆X andδX, respectively,
keeping in mind the values are all time dependent. The valuedX may change upon receipt of a packet
from source X, and its value is set to the value of the delay of the packet that caused the change. If more
than one packet transmitted by source X arrive simultaneously,dX obtains the value of the delay of the
packet most recently sent. The value∆X is updated every time unit. If a packet from source X has arrived
∆X = 0, otherwise∆X is increased by 1.

Fig. 2depicts a typical scenario for two sources. We can see that att = 8 the last packet received from
source 1 is packet 7. This packet was transmitted att = 3 and arrived at the destination att = 5, therefore,
at t = 8 we haved1 = 2. No packet from source 1 was received betweent = 5 andt = 8, therefore, at
t = 8, ∆1 = 3. On the other hand, the last packets received from source 2 att = 8 are packets 8 and
10. The most recently transmitted packet among these packets (packet 10) was transmitted att = 4 and
arrived att = 8, therefore, att = 8 we have:d2 = 4 and∆2 = 0. FromFig. 2and the definition ofδX it
is easy to conclude thatδX = dX + ∆X.

Theorem 1. Given δ1 and δ2 at time t, the resequencing-buffer occupancy at time t, B, is given by:

B =
{

δ1 − δ2 δ1 ≥ δ2

δ2 − δ1 − 1 δ1 < δ2
(4)
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Fig. 2. d1, d2, ∆1 and∆2 in a typical scenario.

Proof. At time t source 1 transmits packet 1+ 2t, and source 2 transmits packet 2+ 2t. Givenδ1 and
δ2, the last packet received from source 1 is packetL1 = 1 + 2t − 2δ1, and the last packet received from
source 2 is packetL2 = 2 + 2t − 2δ2.

If δ1 ≥ δ2 thenL2 > L1. Therefore, if there are any packets in the resequencing-buffer they are even
indexed packets transmitted by source 2, and the resequencing-buffer occupancy is

B = L2 − (L1 + 1)

2
= δ1 − δ2 (5)

since packetL1 + 1 (transmitted by source 2) is not stored in the resequencing-buffer, because all its
preceding packets have arrived. All the packets that were transmitted by source 2 after packetL1 + 1,
and arrived till timet are stored in the resequencing-buffer. Since no other packets transmitted by source
2 and no packet transmitted by source 1 are stored in the resequencing-buffer,(5) holds.

If δ1 < δ2 thenL1 > L2, therefore, if there are any packets in the resequencing-buffer they are odd
indexed packets transmitted by source 1, and the resequencing-buffer occupancy is

B = L1 − (L2 + 1)

2
= δ2 − δ1 − 1 (6)

since packetL2 + 1 (transmitted by source 1) is not stored in the resequencing-buffer, because all its
preceding packets have arrived. All the packets that were transmitted by source 1 after packetL2 + 1,
and arrived till timet are stored in the resequencing-buffer. Since no other packets transmitted by source
1 and no packet transmitted by source 2 are stored in the resequencing-buffer,(6) holds. Therefore,(4)
holds, and the proof is completed. �

From(4) we conclude that the steady-state probability of havingk packets (k = 0, 1, 2, . . .) stored in
the resequencing-buffer is

P(B = k) = P(δ1 − δ2 = k) + P(δ2 − δ1 − 1 = k) (7)
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Sinceδ1 depends solely on the delay of packets transmitted by source 1, and,δ2 depends solely on the
delay of packets transmitted by source 2,δ1 andδ2 are independent. Usingδ1 ≥ 0 andδ2 ≥ 0,(7)becomes

P(B = k) =
∞∑

x=0

P(δ2 = x)P(δ1 = x + k) +
∞∑

x=0

P(δ1 = x)P(δ2 = x + 1 + k) (8)

To find the steady-state probabilitiesP(δ1 = x) and P(δ2 = x), x = 0, 1, 2, . . . we shall prove the
following important property ofδX.

Theorem 2. The steady-state probability distribution of δX and the probability distribution of the delay
of packets transmitted by source X, dX, are identical.

Proof. In order to prove the above theorem we shall prove thatP(δX = k) = P(dX = k), k = 0, 1, 2, . . ..
The theorem considers a single source, source X. For brevity, the subscripts X are omitted in the proof.

The eventδ = k is equivalent to the eventA(n) ≤ t < A(n + 1), wheren is uniquely determined by
requiring thatt = T (n) + k. Therefore

P(δ = k) = P(A(n) ≤ t < A(n + 1)) = P(A(n) ≤ T (n) + k < A(n + 1))

= P(d(n) ≤ k, d(n + 1) > k − 1) = P(d(n) ≤ k ≤ d(n + 1)) = P(d(n) = k) (9)

where the last equality follows from the balance equations of the Markov-chain in1.
Therefore, the equality

P(δX = k) = P(dX = k), k ≥ 0 (10)

holds, and the proof ofTheorem 2is completed. �

LetPX(i) be the steady-state probability of the delay of a packet transmitted by sources X beingi, i ≥ 0.
Substituting(10) into (8) we have

P(B = k) =
∞∑
i=0

P2(i)P1(i + k) +
∞∑
i=0

P1(i)P2(i + k + 1) (11)

For the simple example where the delay of packets transmitted by sources 1 and 2 are identical, and
can be represented by the birth–death Markov-chain inFig. 3, the steady-state probabilities of the delay
are

P1(i) = P2(i) =
{

(1 − α)(1 − ρ)ρi−1 i ≥ 1

α i = 0

whereα

= p− − p+

p− − p+ + p1
andρ


=p+
p−

where, according to(3), ρ < 1 assures stability for the delay model.

SubstitutingP1(i) andP2(i), i ≥ 0 in (11)we obtain

P(B = k) =
{

(1 − α)(1 − ρ)(ρ + α)ρk−1 k ≥ 1

α2 + (1 − α)(1 − ρ) k = 0
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Fig. 3. The simple Markov-chain representing the delay.

3.2. N sources

We consider the case whereN sources transmit different chunks of the same file to a destination.
Sources transmit at an equal rate of one packet per time unit. The packets transmitted at time 0 by sources
1, 2, . . . , N are packets 1, 2, . . . , N respectively. After transmitting the firstN packets, the packets are
appointed to the sources cyclically, thus, at timet sources 1, 2, . . . , N transmit packets 1+ Nt, 2 +
Nt, . . . , N + Nt respectively.

The delay processes for the different sources are represented by different realizations of the Markov-
chain inFig. 1.

The derivation of the resequencing-buffer occupancy forN sources is similar to the two-source case.
Yet, the notion of the minimum valued packet (mvp) is helpful here. The mvp at timet is the lowest
indexed packet that has not arrived at the destination’s receiver by timet (see[16]). For instance, if
packets 1 through 15 arrived, but packet 16 did not, packet 16 is the mvp.

From this definition it is easy to observe that: (i) the resequencing-buffer occupancy at timet is exactly
the number of packets indexed higher than the mvp, that have arrived by timet; (ii) no packet stored in
the resequencing-buffer was transmitted by the source of the mvp, since packets transmitted by every
source arrive in transmission order.

Denote the index of the source of the mvp bysm.

Lemma 3. sm = i if and only if δi ≥ δj∀j ∈ {1, 2, . . . , N} and i < j∀j | δj = δi, j �= i.

Proof. It is easily verified thatsm = i ⇒ δi ≥ δj∀j ∈ {1, 2, . . . , N} andi < j∀j | δj = δi, j �= i.
To understand whyδi ≥ δj∀j ∈ {1, 2, . . . , N} andi < j ∀j | δj = δi, j �= i ⇒ sm = i, assume source

i satisfies the above inequalities, butsm = k, k �= i.
If we denote the lowest indexed packet transmitted by source X that did not arrive at the destination’s

receiver by timet bymx(t), for sourcesi andk we have:mi(t) = i + N(t − δi + 1) andmk(t) = k + N(t −
δk + 1), respectively, as shown inFig. 4.

Fig. 4. δX and the corresponding lowest indexed packet transmitted by source X that did not arrive at the destinations’ receiver.
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If k > i, using the fact thatδi ≥ δk we getmk(t) = k + N(t − δk + 1) ≥ k + N(t − δi + 1) > i +
N(t − δi + 1) = mi(t), thereforemi(t) < mk(t), contradicting the assumption thatsm = k.

On the other hand, ifk < i, using the fact thatδi > δk, we getmk(t) = k + N(t − δk + 1) = (k + N) +
N(t − (δk + 1) + 1) ≥ (k + N) + N(t − δi + 1) > i + N(t − δi + 1) = mi(t), therefore,mi(t) < mk(t),
again, contradictingsm = k. Therefore, we conclude thatsm = i. �

Lemma 4. If sm = i, the number of packets that were transmitted by source j and are stored in the
resequencing-buffer, aj, is

aj =



δi − δj j > i

δi − δj − 1 j < i

0 j = i

(12)

Proof. The index of the mvp ismi(t) = i + N(t − δi + 1). The index of the last packet received from
sourcej is j + N(t − δj).

If j > i, the lowest indexed packet transmitted by sourcej and indexed higher than the mvp is packet
j + N(t − δi + 1), therefore,aj is given by

aj = j + N(t − δj) − [j + N(t − δi + 1)]

N
+ 1 = δi − δj − 1 + 1 = δi − δj (13)

If j < i, the lowest indexed packet transmitted by sourcej and indexed higher than the mvp is packet
j + N(t − δi + 2), therefore,aj is given by

aj = j + N(t − δj) − [j + N(t − δi + 2)]

N
+ 1 = δi − δj − 2 + 1 = δi − δj − 1 (14)

As mentioned before, no packet stored in the resequencing-buffer was transmitted by the source of the
mvp, therefore, forj = i we haveaj = 0. Consequentially,(12)holds, and the proof is completed. �

Given thatsm = i, the resequencing-buffer occupancy is

B =
N∑

j=1

aj =
i−1∑
j=1

(δi − δj − 1) +
N∑

j=i+1

(δi − δj) = (N − 1)δi + 1 − i −
N∑

j=1,j �=i

δj (15)

The probability of havingk packets in the resequencing-buffer is given by

P(B = k) =
N∑

i=1

∞∑
x=0

P(B = k, sm = i, δi = x). (16)

The probability on the right hand side of(16), using(10) and (15)is

P(B = k, sm = i, δi = x) = P


 N∑

j=1,j �=i

δj = (N − 1)x + 1 − i − k, δj < x∀j < i, δj ≤ x∀j > i




=
∑
Si,x,k

Pi(x)
i−1∏
j=1

Pj(lj)
N∏

j=i+1

Pj(lj) (17)
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where

Si,x,k =

l1, . . . , li−1, li+1, . . . , lN : l1 < x, . . . , li−1 < x, li+1 ≤ x, . . . , lN ≤ x,

N∑
j=1,j �=i

lj = (N − 1)x + 1 − i − k


 .

4. Heterogeneous sources

In this section we focus on a system that consists of two sources with different transmission rates.
Source 1 transmitsa packets per time unit, while source 2 transmitsb packets per time unit. In this
case, assigning packets to be transmitted to the sources in the same manner as in Section3.1 (i.e., odd
indexed packets to source 1, and even indexed packets to source 2), will result in a constant growth of the
difference in the indexes of the packets transmitted by the sources, which will cause a steadily growing
resequencing-buffer occupancy (In terms of[15] this is a non-ergodic inter-arrival sequence, resulting in
an unstable resequencing queue). Therefore, we should first devise a packet assignment that will result
in steady buffer occupancy probabilities, and then find the occupancy probabilities.

With no loss of generality, assumea andb are integers, with no common divisor greater than 1. The
delay of packets from each source is a random process that corresponds to the Markov-chain inFig. 1.

4.1. Packet assignment

The assignment of packets to sources follows the rule that each packet is assigned to the source that
would be able to transmit it the earliest. In the case both sources could transmit it at the same time, the
packet is assigned to source 1, and the next packet in sequence is assigned to source 2.

Denote the index of the source packetn is assigned to byβn. Defineκ

= b

a + b
andη


=b

(
1 − 2

a + b

)
.

The assignment is determined by, e.g., theSturmian Word (see[17]) sκ,η = β1, β2, . . . where

βn =
{

1 if 
κ(n + 1) + η� = 
κn + η�
2 otherwise

An example of the assignment obtained fora = 5 andb = 3 is presented inFig. 5.

4.2. The resequencing-buffer occupancy

In the Markov-chains representing the delay of packets transmitted by source 1 and source 2, transi-
tions occur upon every packet transmission. Therefore, the transition rates differ, corresponding to the
transition rates of the sources. We define a source X time unit as the time between two subsequent packet
transmissions of source X. Clearly, a (global) time unit is equal toa source 1 time units, or tob source 2
time units.
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Fig. 5. Packet assignment fora = 5 andb = 3.

In this section we use the following definition forδX:

Definition. δX is the number of source X time units that passed since the last packet received from source
X was transmitted.

Theorem 5. The resequencing-buffer occupancy, at the instances that both sources transmit packets
simultaneously (every (global) time unit) is

B =




⌈
(δ2 − 1)a

b

⌉
− δ1 aδ2 − bδ1 > a − b⌊

(δ1 − 1)b

a
+ 1

⌋
− δ2 aδ2 − bδ1 ≤ a − b

(18)

(18) is simply a generalization of (4) for the case of heterogeneous sources. For a rigorous proof refer to
Appendix A.

The probability of havingk packets stored in the resequencing-buffer is

P(B = k) =
∞∑

v=0

P

(
(k + v − 1)b

a
+ 1 < δ2 ≤ (k + v)b

a
+ 1

)
P(δ1 = v)

+
∞∑

u=0

P

(
(k + u − 1)a

b
+ 1 ≤ δ1 <

(k + u)a

b
+ 1

)
P(δ2 = u) (19)

5. Reducing the buffer occupancy

Using the assignment method, as in Section3, according to which packets 1, 2, . . . , N are transmitted
by sources 1, 2, . . . , N, respectively, and afterwards assigning packets cyclically, ignores any knowledge
regarding the delay distributions.

To maintain a low resequencing-buffer occupancy, we present a new assignment method, taking delay
distributions into consideration. In this section we assume an end-to-end measurement had taken place,
and an estimate of the average delay from each source is available.
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5.1. Packet assignment for two isochronous sources

We begin with two isochronous sources each transmitting with a rate of one packet per time unit. Let
the delay of packets transmitted by each source be constant, i.e., packets transmitted by source 1 are
delayedd1 time units on their route to the destination, and packets transmitted by source 2 are delayed
d2 time units. Under a constant delay assumption, a packet from each source is received every time unit,
thus,∆1 = ∆2 = 0. As a result,δ1 = d1 and,δ2 = d2. Consequently, the resequencing-buffer occupancy,
using the assignment method represented in Section3.1 is, according to(4), given by

B =
{

d1 − d2 d1 ≥ d2

d2 − d1 − 1 d1 < d2
(20)

From (20) we conclude that using the packet assignment as in Section3.1 results in a constant buffer
occupancy, that corresponds approximately to the delay difference, even though the delays are constant.

In the situation above, it would be much more advantageous to assign higher indexed packets to the
source with the larger delay. For instance, assumingd1 > d2, andd1 − d2 = α, if we assign packetsα +
1, α + 3, α + 5, . . . to source 1, and packets 1, 2, . . . , α, α + 2, α + 4, . . . to source 2, the resequencing-
buffer occupancy would be 0 throughout the receipt of the file, since packets 1 throughα will be received
in order, and then packetsα + 1 andα + 2 will be received simultaneously, as well as packetsα + 3 and
α + 4, packetsα + 5 andα + 6, etc.

From the example above we conclude that given the delay distributions we can achieve lower buffer
occupancies if we take the delay distributions into consideration when we assign packets to sources.

The criterion for assignment in our algorithm is that packets are assigned to the sources in a manner
that ensures that if all the packets experience a delay that corresponds to the average delay of packets
transmitted by the source they are assigned to, the buffer occupancy would be 0 throughout the receipt
of the file.

In the general case, when packet delay is random, let the average delays of packets transmitted by sources
1 and 2 bēd1 andd̄2, respectively. We assume, without loss of generality, thatd̄1 ≥ d̄2, and defineα =

d̄1 − d̄2�. Similar to the method shown for constant delays, we assign packetsα + 1, α + 3, α + 5, . . .

to source 1, and, packets 1, 2, . . . , α, α + 2, α + 4, . . . to source 2.
If we use this packet assignment and assume the delay for packets transmitted by each source is exactly

the average delay from the transmitting source, all packets arrive in sequence. If packetsα + 1 and 1 are
transmitted at time 0 by sources 1 and 2, respectively, and every source transmits a new packet assigned
to it every time unit, packets 1, 2, . . . , α would arrive at timēd2, d̄2 + 1, . . . , d̄2 + α − 1, respectively.
Packetα + 1 would arrive at timēd1, d̄2 + α − 1 < d̄1 ≤ d̄2 + α, and packetsα + 3, α + 5, . . . would
arrive at timed̄1 + 1, d̄1 + 2, . . ., respectively. Packetα + 2 would arrive at timēd2 + α, and packets
α + 4, α + 6, . . . would arrive at timēd2 + α + 1, d̄2 + α + 2, . . ., respectively. Therefore, packetα + 1
will be received before packetα + 2, but after packetα, sinced̄2 + α − 1 < d̄1 ≤ d̄2 + α. Similarly, packet
α + 3 will be received before packetα + 4, but after packetα + 2, etc. Consequently, the resequencing-
buffer occupancy would be 0 throughout the receipt of the file, since all packets would be received in
order, in accordance to the assignment criterion.

Fig. 6 illustrates how the assignment provides an occupancy of 0, throughout the receipt of all the
data, if all packets are delayed according to the average delay of packets transmitted by their source. In
this examplēd1 = 4.4 andd̄2 = 2.6, thereforeα = 
d̄1 − d̄2� = 2. The packets assigned to source 1 are
packets 3, 5, 7, . . ., and the packets assigned to source 2 are 1 and 2, and then 4, 6, 8, . . .. From the figure
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Fig. 6. Packet assignment to sources and arrival times.

we can see that packets arrive at the destination in sequence, therefore the resequencing-buffer occupancy
is 0 throughout the receipt of the data.

Lemma 6. For the proposed assignment algorithm, the resequencing-buffer occupancy probabilities
are equal to the resequencing-buffer occupancy probabilities when packets are assigned cyclically, and
the delay in all states of the Markov-chain representing the delay of packets transmitted by source 2 is
increased by α.

Proof. By increasing the delay in all states of the Markov-chain for source 2, the steady state probability
of having a delay ofd + α is equal to the steady state probability of having delayd in the original system.
This shift ofα time units in the delay compensates for the initial, non-cyclic assignment of packets in
the proposed assignment algorithm, and makes the cyclic assignment equivalent to the new suggested
assignment algorithm. For a more rigorous proof see[18]. �

Note that by shifting the delay and then assigning cyclically, the delays from the two sources become
within one time unit from each other, on the average. The suggested assignment algorithm will result in
performance that is identical to a system where the average delays are approximately equal and cyclic
assignment is used.

UsingLemma 6we can apply(11) in order to find the resequencing-buffer occupancy probabilities,
when packets are assigned to sources according to the proposed assignment algorithm.

It is interesting to note that under the average buffer occupancy criterion, the proposed assignment
algorithm does not assure improvement, i.e., although in general the algorithm helps reduce the average
buffer occupancy, some rare pathological cases exist whereby the average occupancy is actually slightly
increased by using the proposed assignment algorithm. Such increases, when they occur, tend to be
negligible, therefore the possible benefits by far surpass the unlikely drawbacks.

5.2. Packet assignment for N isochronous sources

The algorithm suggested for the two source case uses a transient assignment that compensates for the
different average delays, before it switches to the cyclic part, which determines the steady-state buffer
occupancy probabilities. A similar algorithm forN sources, where after an initial transient, assignment
proceeds in a periodic fashion that determines the steady-state occupancy of the buffer is suggested in
[18].
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Fig. 7. Packet assignment to three sources and arrival times.

Fig. 7 illustrates how the assignment provides an occupancy of 0 throughout the receipt of all the
packets, for a case whereN = 3, if all packets are delayed according to the average delay of packets
transmitted by their source. In this example the average delays from the sources are 2.6, 4.4 and 5.7.

Similar to the two source case, for theN source case,(16) can be utilized to compute the steady-state
occupancy probabilities (see[18]).

6. Numerical results

Figs. 9–11illustrate the buffer occupancy probabilities for several scenarios. In all cases, the delay
process of each source is represented by a Markov-chain as inFig. 8, with the transition probabilities and
M as parameters of the source.

Fig. 9illustrates the buffer occupancy probabilities for several cases of two-source scenarios. The solid
line represents the case where the delay models used for both sources are uniform (this is achieved by
usingp+ = p−) in the range [0, 100] time units.

For the cases where for source 2,p+ = 0.35, p− = 0.25, we notice how using the proposed assignment
algorithm helps in keeping the buffer occupancy low. The average occupancy drops from 46.3 packets to
14.04 packets.

For the cases where for source 2,p+ = 0.31, p− = 0.29, we, again, notice how using the proposed
assignment algorithm helps keep the buffer occupancy low. The average occupancy decreases from 38.7
packets to 20.85.

Fig. 10 illustrates the buffer occupancy probabilities for several cases of five-source scenarios. The
solid line represents the case where the delay models used for all sources is uniform (this is achieved by
usingp+ = p−) in the range [0, 10] time units.

Fig. 8. The simple, finite Markov-chain representing the delay.
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Fig. 9. Buffer occupancy probability—two sources.

For the cases where for sources 1 through 4p+ = 0.16, p− = 0.44, we can notice how using the
proposed assignment algorithm helps keep the buffer occupancy low. The average occupancy decreases
from 14.27 packets to 7.68 packets.

The cyclic pattern that emerges when the proposed assignment algorithm is not applied is due to the
fact that in this scenario the source of the mvp is source 5, with large probability, since the average delay
of packets transmitted by this source is 5, while the average delay of packets transmitted by sources 1
through 4 is 1.007. When this occurs, packets stored in the resequencing-buffer are packets transmitted
by sources 1 through 4. Each source contributes packets to the resequencing-buffer, corresponding to the
difference between the delay from the source of the mvp and its own delay. Therefore, if, for instance,
all four sources have the same delay, the resulting occupancy will be a multiple of 4, if three of the four
sources have the same delay, and the delay from the fourth is one time unit larger, the occupancy will be
of the form 4n + 1, n = 1, 2, 3, . . .. Consequently, the occupancy probability has a cyclic pattern, with
cycle 4.

However, when the proposed assignment algorithm is applied, the probability of source 5 being the
source of the mvp decreases significantly since this case is equivalent to the case where the average delay
is the same for all the sources, thus the cyclic pattern disappears.

For the cases where for source 1,p+ = 0.16, p− = 0.44, we again notice how using the proposed
assignment algorithm helps in keeping the buffer occupancy low. The average occupancy decreases from
17.04 packets to 13.79 packets. Evidently, the improvement is much less significant than in the former
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Fig. 10. Buffer occupancy probability—five sources.

case. This is because the new assignment effects only source 1 in this scenario, while in the former four
sources where effected.

Fig. 11illustrates the buffer occupancy probabilities for several scenarios where two sources transmit
packets, with different packet rates. The TRR is the transmission rate ratio (i.e., if TRR= 3:5, source 1
transmits three packets in a global time unit, while source 2 transmits five packets in a global time unit).

The delay of packets transmitted by source 1 is uniformly distributed in [0, 100] source 1 time units,
sincep+ = p−. Therefore, the average delay of packets transmitted by source 1 is 50 source 1 time units.

For the case where for source 2p+ = 0.295, p− = 0.305, the average delay of packets transmitted
by source 2 is 26.2 source 2 time units. Therefore, when the TRR= 3:5, the average delay of packets
transmitted by source 1 is50

3 = 162
3 global time units, whereas the average delay of packets transmitted

by source 2 is26.2
5 = 5.24 global time units. Consequently, the source of the mvp is source 1, with

very large probability. On the other hand, when TRR= 5:3, the average delay of packets transmitted by
source 1 is50

5 = 10 global time units, whereas the average delay of packets transmitted by source 2 is
26.2

3 = 8.73 global time units. Consequently, the source of the mvp may be source 1 or source 2, with
similar probabilities. Anyway, if the mvp was transmitted by source 1, the occupancy would have an
upper limit of 60, since the maximal occupancy will be reached if the delay from source 1 was at its
maximum, i.e. 100 source 1 time units, and the delay from source 2 was at its minimum, i.e. 0 source 2
time units. In this case the packets stored in the resequencing-buffer are all the packets transmitted by
source 2 since the last packet received from source 1 was transmitted. Therefore, given that the delay of
source 1 is at its maximum, i.e.100

5 = 20 global time units, the maximum number of packets stored in the
buffer is exactly 20× 3 = 60 packets. This explains the dramatic slope change at occupancy 60, since
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Fig. 11. Buffer occupancy probability—two sources with different transmission rates.

occupancy under 60 may be reached if the source of the mvp is either source 1 or 2, while occupancy
over 60 may be reached only if the source of the mvp is source 2.

For the case where for source 2,p+ = 0.25, p− = 0.35, the average delay of packets transmitted by
source 2 is 2.9 source 2 time units. Therefore, when TRR= 3:5, the average delay of packets transmitted
by source 1 is50

3 = 162
3 global time units, while the average delay of packets transmitted by source 2 is

2.9
5 = 0.58 global time units. Consequently, the source of the mvp is source 1, with very large probability.

When TRR= 5:3, the average delay of packets transmitted by source 1 is50
5 = 10 global time units,

whereas the average delay of packets transmitted by source 2 is2.9
3 = 0.97 global time units. Consequently,

the source of the mvp is, again, source 1, with very large probability. As explained earlier, when TRR=
5:3, and the source of the mvp is source 1, maximal occupancy is 60, which explains the dramatic drop
in the occupancy probability near occupancy 60.

In both TRR cases a cyclic pattern is noticed. This pattern is a result of having a very low variance in
the delay of packets transmitted by source 2, which is the source contributing to the buffer occupancy.
When TRR= 3:5, 5 packets are transmitted by source 2 every time unit, therefore, the cycle period is five
packets, whereas when TRR= 5:3, three packets are transmitted by source 2 every time unit, therefore
the cycle period is three packets.
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7. Summary and discussion

This paper analyzes the approach of receiving data packets of resources in parallel from several servers,
where the resource is available identically, through requesting transmission of specific portions of the
resource from each relevant server. The model assumed a constant packet rate from each source, and a
stationary delay model, where packets received from each source arrive in the order transmitted.

Closed form equations for calculating the resequencing-buffer occupancy distribution while download-
ing a resource in parallel from several sources were presented for isochronous sources and for sources
with different transmission rates.

Streaming applications that require a reliable constant bit rate may take advantage of the robustness
that the source diversity offers. In such applications it is desirable to minimize the resequencing-buffer
demands and achieve a more regulated flow of data to the application at the destination, this allows for
shorter playback delays and lowers the probability of interruption at the application.

An algorithm for assigning packets to be transmitted from each source was proposed. The performance
of the algorithm was analyzed. Numerical results show improved performance, especially when the
delays of packets transmitted by the different sources are likely to differ significantly. The algorithm
presented here improves on the buffer occupancy based on static knowledge of the average delay. A more
realistic algorithm should take advantage of temporal measurement of the delay, and dynamically adapt
its assignment strategy to the ever changing network conditions. It is straightforward to incorporate such
dynamic adjustments to the data requests while attempting to obey the assignment criterion.

The analysis in this paper assumes fine granularity packet level requests. When the network conditions
change rapidly, accurate estimation of the average delay may be difficult to come by and long periods
of averaging may be required. Also, one may wish to simplify the scheme by lowering the frequency of
requests from the user to the sources. Therefore, a scheme in which chunks of data are requested from
the sources may be adopted. In such a case the sizes of the requested chunks should be optimized.

Questions for future work, regarding the analysis of this approach, include investigating other delay
models. The model analyzed here accounts for packet loss and out of order arrival of packets from a single
source only if out of order packets from any single source are assumed to be dropped. Another problem
is to model a case where the paths from the sources to the destination are not bottleneck disjoint, which
results in dependence in the delays of packets transmitted by the different sources. It would be interesting
to test a dynamic version of the proposed assignment algorithm that uses temporal measurements of
the delay, while taking the accuracy of the measurements into account when deciding on the sizes of
data chunks that should be requested from each source. In such a case measurements of the duration
required to complete downloads of chunks of data rather than packet delay may be of interest. Based
on this information, instead of attempting to compensate for delay differences by adjusting the packet
assignments, one may dynamically adjust the sizes of the requested data chunks to equalize the download
duration from the different sources.
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Appendix A

Proof of Theorem 5. We assume the instance we observe the resequencing-buffer occupancy ist (global)
time units.

The last packets that arrived from sources 1 and 2 were transmitted at timest − δ1
a

andt − δ2
b

, respec-
tively. The mvp was transmitted at time min{t − δ1−1

a
, t − δ2−1

b
}. Packets stored in the resequencing-buffer

are packets that have arrived, and were transmitted by the source that did not transmit the mvp after the
mvp was transmitted.

The mvp was transmitted by source 2 if min{t − δ1−1
a

, t − δ2−1
b

} = t − δ2−1
b

, andt − δ1−1
a

�= t − δ2−1
b

.
This occurs if and only ifaδ2 − bδ1 > a − b. In this case all packets transmitted by source 1 in the time
interval (t − δ2−1

b
, t − δ1

a
] are stored in the resequencing-buffer. Therefore, foraδ2 − bδ1 > a − b, the

number of packets stored in the resequencing-buffer is

B =
⌈[(

t − δ1

a

)
−

(
t − δ2 − 1

b

)]
a

⌉
=

⌈
(δ2 − 1)a

b

⌉
− δ1 (21)

The mvp was transmitted by source 1 if min{t − δ1−1
a

, t − δ2−1
b

} = t − δ1−1
a

, even if t − δ1−1
a

= t −
δ2−1

b
. This occurs if and only ifaδ2 − bδ1 ≤ a − b. In this case all packets transmitted by source 2 in the

time interval [t − δ1−1
a

, t − δ2
b

] are stored in the resequencing-buffer. Therefore, foraδ2 − bδ1 ≤ a − b,
the number of packets stored in the resequencing-buffer is

B =
⌊[(

t − δ2

b

)
−

(
t − δ1 − 1

a

)]
b + 1

⌋
=

⌊
(δ1 − 1)b

a
+ 1

⌋
− δ2 (22)

From(21)and(22)we conclude that(18)holds.
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