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Abstract—In this paper we provide the analysis of a rate-based access control scheme in high speed environments based on a buffered leaky bucket algorithm. The analysis is carried out in discrete time which is representative of an ATM environment. For the cell arrivals to the leaky bucket we consider a general discrete Markovian arrival process which models bursty and modulated sources. The key of our analysis is the introduction of the deficit function which allows the reduction of the original problem to a more standard discrete time queuing system with the same arrival process. As an important special case, the detailed analysis of the Binary Markov Source throttled by such rate-based access control schemes is presented. Along with explicit recursions for computation of state probabilities and simple characterization of the asymptotic behavior of the queue build up, some guidelines for the parameter selection of these schemes are provided. Our results indicate that for sources with relatively large active periods, for an acceptable grade-of-service at the input queue, the token generation rate should be chosen to be close to the peak rate of the source, and increasing the bucket size of the leaky bucket does not improve substantially the performance at the input queue.

I. INTRODUCTION

Congestion control is an essential part of any packet switching network architecture in order to guarantee some performance level (packet loss, packet delay, total network throughput) under unpredictable and changing traffic conditions. Traditional data packet networks have employed hop-by-hop and back-pressure mechanisms in order to guarantee that no user will send more packets than the network can absorb. These mechanisms involve a large processing overhead per individual packet and also require large buffers at the input and the intermediate nodes. Furthermore, in a high speed environment, where the end-to-end propagation delays are much larger than the transmission time of a typical packet, the effectiveness of such closed loop schemes which rely mainly on some sort of feedback information from the network becomes questionable.

Recently, there has been much emphasis on open loop control schemes, where the goal has been shifted to preventing congestion rather than reacting to it. As means of achieving this, "leaky bucket" rate-based congestion control scheme or variations and/or generalizations of it have been proposed [2], [6], [10], [16]-[19].

Using leaky bucket, the transport network regulates each source which utilizes the network resources so that each source stays on the average within its allowable rate and allocated bandwidth as an attempt to "guarantee" some grade-of-service. Therefore, it is important to understand the limitations of the scheme and its behavior and also the trade-offs involved in selecting its parameters.

In this paper the analysis of a buffered leaky bucket scheme is provided in discrete time which is representative of an ATM (Asynchronous Transfer Mode) environment. The analysis is carried out for a large and rich class of cell arrival processes. In the important special case, where the source is modeled as a Binary Markov Source, detailed results are given. This model is widely used in practice to represent bursty and modulated cell arrivals in an ATM environment, where a source may stay for relatively long durations in active (ON) and inactive (OFF) periods [19]. For this source, we also provide a simple characterization of the asymptotic behavior of the cell build up in the admission and transmission queue. Our results show that the performance is very sensitive to the average ON period even when the average source utilization is very low. This indicates that for an acceptable performance at the input of the network, it is difficult to throttle these sources using leaky bucket rate-based access control.

Most of the analysis of the "leaky bucket" schemes is confined to continuous time. Furthermore, it has been assumed that the only source for delaying packets (or "cells") in an ATM environment) at the access of the network, is the absence of tokens, i.e., the transmission time of the packets has not been taken into account (with the exception of [8]). Examples of analysis under this assumption are [16], [17], where a buffered leaky bucket scheme was considered. For a Poisson arrival process to the system, extensive analysis of the queue length, waiting time and inter-departure time distributions were presented for both finite and infinite buffer capacity. In [3] the analysis of [17] was extended to continuous time Markovian Arrival Processes (MAP) [13]. In a more recent work, Heyman [11], presents the analysis of similar models, where the packets may require more than one token to enter the network.

Our model of the system is similar to [1], where a discrete time environment is assumed and the cell transmission time is explicitly modeled. In [1] the cell arrivals in a time slot are characterized by a batch process, where it is assumed
that the arrivals in successive slots are independent and identically distributed. The solution method in [1] is based on the Matrix Analytic approach [14], which is of numerical nature. However, the special structure of the underlying transition probability matrix of the problem is utilized to achieve substantial savings in the computations.

In this paper the analysis is extended to a general finite state discrete Markovian arrival process. The main contribution of the paper is the introduction of a simple function of the states of the system, referred to as the deficit function, and showing that working with the deficit function the problem can be reduced to a standard discrete time queuing system with the same arrival process. The latter problem can be solved by any of the existing methods available in the literature such as Matrix Analytic or transforms. We discuss in detail the solution using the generating function transform method and show that in many cases of interest it is possible to compute the stationary probabilities of interest, once some “boundary” probabilities are obtained. Examples of i.i.d. batch sources and binary Markov sources are worked out in detail.

In the remainder of this section, we outline the organization and some of the contributions of this paper. In Section II the detailed description of the problem and its mathematical formulation are presented. In Section III the definition of the deficit function and its relationship with the original problem is given. In particular, we show that once the stationary distribution of the deficit function is given, the solution of our original system under study can be obtained recursively. In addition, the analysis of the deficit function is discussed in Section III, where it is shown that the solution complexity of this function is essentially the same as that of a single server queue with the same arrival process. In Section IV some examples are given. In particular, we study a Binary Markov Source an example of a modulated arrival process, where a maximum of one cell may arrive in a slot. We show in detail our recursive approach for finding the stationary probabilities. In this section we also present some closed form expressions for the i.i.d batch arrival processes. In Section V we provide some numerical results for the Binary Markov Source, where the effect of the parameters of the arrival process on the performance is carefully examined. In particular, it is shown that for a fixed source utilization the queue build up is very sensitive to the average active (ON) period. Furthermore, increasing the size of the token pool, may not improve the performance substantially at the input queue unless the token generation rate is increased. For the sources with high average ON period, this rate may have to increase to the peak rate (or close to it) for an acceptable grade-of-service at the input queue. Finally, in Section VI we summarize the paper.

II. THE MODEL AND PRELIMINARIES

We consider a discrete time system, where the time is slotted and the cell arrival process in each slot is governed by a homogeneous finite-state, aperiodic discrete-time Markov chain called the modulating Markov chain, where transitions between states of the chain take place only at the slot boundaries. The probability of a transition from state i to state j is denoted by \( p_{ij} \) for \( 0 \leq i, j \leq N \) (the number of states of the Markov chain in \( N + 1 \)). The transition probability matrix of the chain is denoted by \( P = \{p_{ij}\} \). Transitions of the chain are independent from any other event in the system. When the chain is in state \( l \), the source transmits a random number of cells with probability generating function \( (p.g.f) B_l(z) = \sum_i b_l^{(i)} z^i \), where \( b_l^{(i)} \) denotes the probability of i arrivals in a slot when the Markov chain is in state \( l \). Arriving cells are stored in a buffer of infinite capacity.

To describe the cell transmission process, consider a token pool where tokens are generated periodically, one token every \( K \) slots \( (K > 1) \). The token pool has a finite size \( M - 1 \) \( (M \geq 1) \), so that tokens arriving to a full token pool are lost (see Fig. 1). Each token allows for transmission of a single cell in a slot, where following a transmission a token is removed from the token pool. A transmission in a slot takes place only if a token is available in the pool that slot.

![Fig. 1: A Leaky Bucket with Admission and Transmission Buffer](image)

The evolution of the system can be described by a four dimensional Markov chain \( (Q_n, X_n, T_n, J_n) \), where \( Q_n \) denotes the number of cells in the queue at slot \( n \) \( (Q_n \geq 0) \), \( X_n \) denotes the number of tokens in the pool at slot \( n \) \( (0 \leq X_n \leq M - 1) \), \( T_n \) denotes the “phase” of the periodic token arrival process at slot \( n \) \( (0 \leq T_n \leq K - 1) \), and a token arrives at the token pool in slot \( n \) only if \( T_n = 0 \). Finally, \( J_n \) denotes the state of the modulating Markov chain at slot \( n \). Based on the description of the system, the state at slot \( n + 1 \) is related to the state at slot \( n \) according to the following equations:

\[
Q_{n+1} = (Q_n - 1 + X_n = 0)^+ + A_{n+1}
\]

\[
X_{n+1} = \min[(X_n - 1 + Q_n = 0)^+ + 1_{T_n = 0}, M - 1]
\]

\[
T_{n+1} = (T_n + 1) \mod(K)
\]

(1)
In the above equation $A_n+1$ denotes the number of arrivals in slot $n + 1$, $1_g$ is the indicator function of the event $E$ and is equal to 1 if $E$ is true, and zero otherwise. The first equation indicates that a cell from the queue is removed in slot $n + 1$, if both the token pool and the queue are not empty. None of the arrivals in slot $n + 1$ are transmitted in the same slot. The second equation shows that following a transmission of a cell in a slot, a token is removed from the pool. When $T_n$ is zero (every $K$ slots), a token is added to the token pool if the pool (of capacity $M - 1$) is not full. The third equation represents the phase of the token arrival process which is periodic, taking values in the range $0, 1, \ldots, K - 1$. The final equation represents the evolution of the modulating Markov chain that governs the arrival process.

Of interest is the stationary distribution of the system (1). For future reference, we define the following notations for $i \geq 0$, $0 \leq j \leq M - 1$, $0 \leq k \leq K - 1$, $0 \leq l \leq N$, assuming that $T_0$ is uniformly distributed on $[0, K - 1]$:

$$p(i, j, k, l) \overset{\Delta}{=} \lim_{n \to \infty} \Pr(Q_n = i, X_n = j, T_n = k, J_n = l)$$

$$\bar{p}(i, j, k) \overset{\Delta}{=} [p(i, j, k, 0), p(i, j, k, 1), \ldots, p(i, j, k, N)]^T$$

where $[^T]$ stands for the transpose operation.

One may show that the transition probability matrix of the quadruplet $(Q_n, X_n, T_n, J_n)$ is of the $M/G/1$ type queues studied extensively by Neuts [14]. However, a direct application of Neuts method will result in the determination of $M \times K \times (N + 1)$ boundary probabilities by iterative approach. For the special case of i.i.d batch arrival process, i.e., $N = 0$, the special structure of the transition probability matrix of system (1) has been exploited in [1] and has resulted in a major simplification in Neuts' approach, where most of the computations are carried out recursively in blocks of matrices of size $K \times K$, instead of iterative computations of blocks $M \times K \times K$.

Our approach in this paper is not to solve system (1) directly. Instead, we reduce system (1) into a simpler system and solve the latter. The key in this approach is to work with a simple function of the queue and the bucket occupancy, referred to as the deficit function, which has a simple relationship to the solution of the original system of interest (1). In fact, we will show that by utilizing the deficit function the analysis of system (1) can be reduced to the analysis of a discrete-time queue with arrivals governed by the modulating Markov chain, and with a deterministic service time (equal to one slot), where the server is only available periodically every $K$ slots. This discrete-time queueing system with a server available in every slot has been considered in [9], where it has been argued that steady-state queue length probabilities can be determined once $(N + 1)$ boundary probabilities are computed. The periodic availability of the server does not increase the complexity of the problem, and one still has to compute $(N + 1)$ boundary probabilities (as in [9]) in order to obtain the complete queue length distribution.

### III. The Deficit Function and its Relation to System (1)

In this section we formally define the deficit function and we show how its stationary behavior relates to that of system (1). In particular, we show that once the stationary distribution of the deficit function is given, the special structure of system (1) can be utilized to yield a recursive solution of its stationary behavior.

#### A. The Deficit Function

The reduction of system (1) to a simple discrete-time queue is obtained via the deficit function defined in slot $n$ by

$$D_n \overset{\Delta}{=} Q_n - X_n + (M - 1)$$

Note that the queue size in any slot is always bounded by the value of the deficit function in that slot as long as the bucket size is non-zero $(M \geq 2)$.

From (1) and (3) we can show that the evolution of the deficit function is governed by

$$D_{n+1} = (D_n - 1_{T_n=0})^+ + A_{n+1}$$

$$T_{n+1} = (T_n + 1) \text{mod}(K)$$

$$J_{n+1} = \text{evolves according to } \mathbf{P}$$

Obviously, the analysis of the triplet chain $(D_n, T_n, J_n)$ is much simpler than the quadruplet chain $(Q_n, X_n, T_n, J_n)$. In fact, (4) has the same structure as a discrete queue with deterministic service time (equal to one slot), where the server is only available periodically once every $K$ slots. The special case of this system in which the server is available in every slot, i.e., $K = 1$, has been considered in [9].

In what follows we first show that a recursive solution of system (1) is provided based on the solution of the deficit function (system (4)). Then we discuss the analysis of the deficit function, i.e, the solution of system (4).

#### B. Recursive Solution of System (1) Based on System (4)

In the following we assume that the stationary probabilities of the deficit function (system (4)) are available. These probabilities are defined for $i \geq 0$, $0 \leq k \leq K - 1$, $0 \leq l \leq N$ as (recall that we assume $T_0$ is uniformly distributed on $[0, K - 1]$):

$$f_{i,k,l} \overset{\Delta}{=} \lim_{n \to \infty} \Pr(D_n = i, T_n = k, J_n = l)$$

$$\overline{f}_{i,k} \overset{\Delta}{=} [f_{i,k,0}, f_{i,k,1}, \ldots, f_{i,k,N}]^T$$

We provide a recursive procedure to find the stationary distribution of system (1). The important relationship which follows directly from the definition of the deficit function and the law of total probability is

$$\overline{f}_{i,k} = \sum_{j=\max(0,M-1-i)}^{M-1} \overline{p}(i+j-(M-1), j, k)$$

where $\overline{p}(i+j-(M-1), j, k)$.
In order to provide the recursions, we need the following notation.

\[ b_i \triangleq \begin{bmatrix} \bar{p}_{00}^{(0)} & \bar{p}_{10}^{(0)} & \cdots & \bar{p}_{N0}^{(0)} \\ \bar{p}_{01}^{(1)} & \bar{p}_{11}^{(1)} & \cdots & \bar{p}_{N1}^{(1)} \\ \vdots & \vdots & \ddots & \vdots \\ \bar{p}_{0N}^{(N)} & \bar{p}_{1N}^{(N)} & \cdots & \bar{p}_{NN}^{(N)} \end{bmatrix} \tag{7} \]

Recall that \( \bar{p}_i^{(0)} \) denotes the probability of having \( i \) arrivals in state \( 0 \).

Before presenting the recursive solution of system (1), it should be noted that \( \bar{p}(*, 0, 1) = 0 \), which is an immediate consequence of the evolution equations. By carefully examining the evolution equations in (1), and taking advantage of (6), we get (for \( k = 0 \) in the left hand side replace \( k - 1 \) by \( K - 1 \) in the right hand side):

For \( j = M - 1 \)

\[ \bar{p}(0, M - 1, k) = (M - 1) \quad \forall k \tag{8} \]

\[ \bar{p}(i, M - 1, k) = b_i \bar{p}(0, M - 1, k - 1) \quad k \neq 1, i \neq 0 \tag{9} \]

\[ \bar{p}(i, M - 1, 1) = \sum_{l=0}^{i} b_i \bar{p}(i + 1 - l, M - 1, 0) + b_i \bar{p}(0, M - 2, 0) \]

\[ = \sum_{l=0}^{i} b_i \bar{p}(i + 1 - l, M - 1, 0) + b_i \bar{p}(0, M - 1, 0) \]

\[ + b_i [\bar{p}(1,0) - \bar{p}(1, M - 1, 0)] \quad i \neq 0 \tag{10} \]

For \( j = M - 2, M - 3, \cdots, 1 \), we have

\[ \bar{p}(0, j, k) = \bar{p}(M - j - 1, k) - \sum_{l=1}^{M-j-1} \bar{p}(M - j - l, M - l, k) \quad \forall k \tag{11} \]

\[ \bar{p}(i, j, k) = \sum_{l=0}^{i} b_l \bar{p}(i + 1 - l, j + 1, k - 1) \]

\[ + b_i \bar{p}(0, j + 1, k - 1) \quad k \neq 1, i \neq 0 \tag{12} \]

\[ \bar{p}(i, 1, j) = \sum_{l=0}^{i} b_l \bar{p}(i + 1 - l, 0) + b_i \bar{p}(0, j - 1, 0) \]

\[ = \sum_{l=0}^{i} b_l \bar{p}(i + 1 - l, 0) + b_i [\bar{p}(M - j, 0) \]

\[ - \sum_{l=1}^{M-j} \bar{p}(M - j - l + 1, M - l, 0)] \quad j \neq 1, i \neq 0 \tag{13} \]

The above equations provide a recursive solution of (1) in terms of the deficit function for the stationary distribution for all the states except the states for which \( \bar{p}(j, 0, k) \) and \( \bar{p}(j, 1, k) \). The difficulty is that the state probabilities for these two classes of states are related, and state probabilities which are already obtained are not sufficient in finding them. However, we may use the deficit function and the state probabilities which are already determined to find them. Direct consequence of definition (3) gives \( \bar{p}(i, 0, k) = \bar{p}(i, j, k) \quad k \neq 1 \)

\[ \bar{p}(i, 0, k) = \bar{p}(i, j, k) \quad k \neq 1 \tag{14} \]

\[ \bar{p}(i, 1, k) = \bar{p}(i, j - 1, k) \quad k \neq 1 \tag{15} \]

which completes the recursive computation of system (1) in terms of the deficit function (system (4)). Note that in general, if the solution of the state probabilities \( \bar{p}(i, *, *, *) \) is desired, the computation of \( \bar{p}(i, *, *, *) \) up to \( \bar{p}(i + M - 1, *, *) \) is sufficient.

The evaluation of the moments may be carried out recursively using the probability generating function (p.g.f). Let

\[ \bar{Q}_{j,k}(z) = \sum_{i=0}^{M} \bar{p}(i,j,k)z^i, \quad 0 \leq j \leq M - 1, \quad 0 \leq k \leq K - 1 \tag{16} \]

Using (9), (10), (12) and finally (13), respectively, we get

\[ \bar{Q}_{M-1,k}(z) = B(z)\bar{p}(0, M - 1, k - 1) \quad k \neq 1 \tag{17} \]

\[ z\bar{Q}_{M-1,1}(z) = B(z)[\bar{Q}_{M-1,0}(z) + (z - 1)\bar{p}(0, M - 1, 0) \]

\[ + z\bar{p}(0, M - 2, 0)] \tag{18} \]

\[ z\bar{Q}_{j,k}(z) = B(z)[\bar{Q}_{j+1,k-1}(z) + z\bar{p}(0, j + 1, k - 1)] \]

\[ - \bar{p}(0, j + 1, k - 1)] \quad 1 \leq j \leq M - 2, \quad k \neq 1 \tag{19} \]

\[ z\bar{Q}_{j,1}(z) = B(z)[\bar{Q}_{j,0}(z) + z\bar{p}(0, j + 1, 0) \]

\[ - \bar{p}(0, j + 1, 0)] \quad 2 \leq j \leq M - 2, \quad k \neq 1 \tag{20} \]

where the matrix \( B(z) \) is defined by

\[ B(z) = \begin{bmatrix} p_{00}B_0(z) & p_{10}B_0(z) & \cdots & p_{N0}B_0(z) \\ p_{01}B_1(z) & \cdots & p_{01}B_1(z) \\ \vdots & \ddots & \vdots \\ p_{0N}B_N(z) & p_{1N}B_N(z) & \cdots & p_{NN}B_N(z) \end{bmatrix} \tag{21} \]

Recall that \( B_j(z) = \sum_{i=0}^{M-j} \bar{p}_i^{(j)}z^i \).

To compute the p.g.f for the set of states for which \( (j = 0, k \neq 1) \) and \( (j = 1, k = 1) \), we use (14) and (15) directly.
We have

\[ Q_{0,k}(z) = z^{-(M-1)} F_k(z) - \sum_{i=0}^{M-2} T_{i,k} z^i (1-M) + Q_{i+1,k}(z) z^{-(i+1)} \]

\[ - \sum_{i=0}^{M-2} \left[ \begin{array}{c} F_{i+1,k} z^i (1-M) \\ T_{i,k} z^i (1-M) \\ + Q_{i+1,k}(z) z^{-(i+1)} \end{array} \right] \]

(22)

and

\[ Q_{1,1}(z) = z^{-(M-2)} F_{1}(z) - \sum_{i=0}^{M-3} T_{i,k} z^i (1-M) + Q_{i+2,1}(z) z^{-(i+1)} \]

\[ - \sum_{i=0}^{M-3} \left[ \begin{array}{c} F_{i+2,1} z^i (1-M) \\ T_{i,k} z^i (1-M) \\ + Q_{i+2,1}(z) z^{-(i+1)} \end{array} \right] \]

(23)

where an empty sum vanishes, \( F_{k,i}(z) = \sum_{i=0}^{\infty} T_{i,k} z^i \) and \( F_{k,i}(z) = \sum_{i=0}^{\infty} T_{i,k} z^i \).

Note that the above recursions require the prior computation of \( F_{i,1}(z), 0 \leq i \leq M-2 \) which is readily obtained by the recursions (8)-(13). Once \( Q_{i,j}(z) \) are obtained, any quantity of interest such as the p.g.f. of the queue length distribution, distribution of the bucket fill, etc. can easily be obtained. We omit the details.

C. Discussion on the Analysis of System (4)

It is not difficult to see that the transition probability matrix of the triplet \( (D_n, T_n, J_n) \) is still of the M/G/1 type [14]. To obtain the stationary probabilities of this system one can use any of the existing methods available in the literature. In what follows we chose to present the solution of system (4) via a generating function approach, as we found it most suitable and useful for the examples that we present in the next section.

From (4), using the standard z transform techniques we obtain:

\[ [z I - B^K(z)] F_1(z) = (z-1) B(z) F_0(0) \]

\[ F_k(z) = B^{k-1}(z) F_1(z) \quad 2 \leq k \leq K - 1 \]

\[ F_0(z) = B^{K-1}(z) F_1(z) \]

(24)

Note that \( B(1) = P^T \), where \( P \) is the transition probability matrix of the underlying modulating Markov chain of the cell arrival process. We have the obvious normalization condition \( F_1(1) = \frac{1}{K} \Pi^T \), where \( \Pi \) is the stationary distribution of \( P \) satisfying \( \Pi = \Pi P \). The discussion on the determination of the vector \( F_0(0) \) will follow.

Denote the average number of arrivals in one slot by \( \rho \) which is equal to \( \Pi(B(1))^T \), where \( \Pi \) is the unit column matrix defined by \( \Pi = [1, 1, \ldots, 1]^T \) and \( B(1) \) = dB(z)/dz|z=1. The steady-state condition of system (4) (and hence of system (1)) is \( K \rho < 1 \), since the average number of arrivals per slot should be less than 1/K, the average number of tokens per slot.

From (24) we observe that once the \( N + 1 \) components of the vector \( F_0(0) \) are known, the complete steady-state generating function is available. Then, in principle, the stationary probabilities of system (4) (and hence of system (1), see Section IV.B) can be determined recursively as described in [7]. Note that in order to carry out the recursions as in [7] one requires that the matrix \( B(z) \) be invertible at \( z = 0 \). An example how to compute the stationary probabilities when this condition does not hold is provided in Section IV.B.

It is interesting to note that the structure of (24) is very similar to the structure of the corresponding generating function when the server is available in each slot (see [9]). As in [9] the determination of the vector \( F_0(0) \) for a stable system \( (K \rho < 1) \) involves the usage of the analytic properties of \( F_1(z) \) within the unit disk, \( |z| \leq 1 \). In general, the roots of the determinant \( \Delta(z) = \det [zI - B^K(z)] \) together with the normalization condition \( F_1(1) = \frac{1}{K} \Pi^T \), are sufficient to find the \( (N + 1) \) components of the vector \( F_0(0) \). The normalization condition yields the simple expected relation

\[ \bar{r}^T F_0(0) = \frac{1 - K \rho}{K} \]

(25)

The procedure for computing the vector \( F_0(0) \) is as follows. One starts with the determination of the roots of \( \Delta(z) \) within the unit disk. It can be shown that when \( K \rho < 1 \) the determinant \( \Delta(z) \) has exactly \( N + 1 \) roots \( z_1, z_2, \ldots, z_{N+1} \) within the unit disk \( |z_1| \leq 1 \), one of them being \( z = 1 \) (without loss of generality we let \( z_{N+1} = 1 \)). For a discussion on the computational experience in determining roots within the unit disk the reader is referred to [4]. Since \( F_1(z) \) is an analytic function within the unit disk, it follows that for each root \( z_i \) we have \( \operatorname{Adj}(z_i I - B^K(z_i)) B(z_i) F_0(0) = 0 \) for \( i = 1, 2, \ldots, N \), where \( \operatorname{Adj}(z_i I - B^K(z)) \) is the adjoint matrix of \( z_i I - B^K(z) \). Thus, if all the roots \( z_i \) are distinct we have \( N \) linear equations for \( F_0(0) \) that together with relation (25) yield the unknown vector \( F_0(0) \). If the roots \( z_i \) are not distinct, then a standard method is the following. Say \( z_i \) is a root of multiplicity \( m \). One obtains \( m \) linear equations for \( F_0(0) \) from \( \frac{d^m}{dz^m} \left[ \operatorname{Adj}(z_i I - B^K(z)) B(z) \right] F_0(0) = 0 \) for \( j = 0, 1, \ldots, m - 1 \).

Note that the procedure outlined above for the determination of \( F_0(0) \) is standard but may be computationally complex. However, as we discuss below and in the next section, in many interesting cases this procedure is simple. For instance, such an interesting special case (discussed also in [9]), where \( F_0(0) \) may be given explicitly, is when the source must transmit at least one cell in all but one state. In this case only one component of \( F_0(0) \) is non-zero, and we have (without loss of generality, we assume that the zero state is the only state in which the source does not transmit a cell):

\[ F_0(0) = \frac{1-K \rho}{K} [1, 0, 0, \ldots, 0]^T \]

(26)

which is an immediate consequence of the system (4), since
the deficit function may not be equal to zero in any other than the zero state.

IV. EXAMPLES

In this section we focus on two special cases as an example of our approach to solve the deficit function recursively and then using the results for a recursive computation of system (1). These cases include independent and identically distributed (i.i.d.) batch arrival processes and Binary Markov Sources.

A. I.I.D. Batch Arrivals

In this section we provide the recursions for computing the stationary probabilities of system (4) when the arrivals are i.i.d. batches, i.e., \( N = 0 \). This case has been analyzed in [1] using Matrix Analytic approach. In addition, when the bucket size is small (\( M = 2 \)) we provide closed form expressions.

For i.i.d. batches the modulating Markov chain is degenerate and has only one state (\( N = 0 \)). We have from (25) that

\[
 f_{0,0,0} = \frac{1 - K \rho}{K}
\]

Therefore, from (24) we obtain

\[
 [z - B^K(z)]F_1(z) = (z - 1)B(z)f_{0,0,0}
\]

\[
 F_k(z) = B^{k-1}(z)F_1(z) \quad 2 \leq k \leq K - 1
\]

\[
 F_0(z) = B^{K-1}(z)F_1(z)
\]

where \( B(z) = \sum b_i z^i \). Let \( B^k(z) = \sum b_i z^i \) (\( 1 \leq k \leq K \)). Then for any i the quantities \( b_{i,k} \) are computed recursively from \( b_{i,k} = \sum_{j=0}^{i} b_{j,k-1} b_{i-j} \) (\( k = 1, 2, \ldots, K \)). Now, as in [7] we equate the coefficients of the same order of z in (28) to obtain

\[
 f_{0,1,0} = f_{0,0,0} b_0 (K-1) \quad \text{and}
\]

\[
 f_{1,1,0} = (f_{1,1,0} + (b_1 - b_{i-1}) f_{0,0,0}) - \sum_{j=0}^{i-1} f_{j,1,0} b_{i-j,K} / b_0^K
\]

where \( f_{i,k,0} \) are defined in (8)-(15) to obtain recursively the stationary probabilities of system (1).

Now we substitute the quantities \( f_{i,k,0} \) in (8)-(15) to obtain recursively the stationary probabilities of system (1).

In addition,

\[
 f_{i,k,0} = \sum_{j=0}^{i} b_{j,k-1} f_{i-j,1,0} \quad 2 \leq k \leq K - 1
\]

\[
 f_{i,0,0} = \sum_{j=0}^{i} b_{j,k-1} f_{i-j,1,0} \quad 0 \leq k \leq K - 1
\]

Now we substitute the quantities \( f_{i,k,0} \) in (8)-(15) to obtain recursively the stationary probabilities of system (1).

For small values of bucket capacity, it is possible to obtain simple relationships between \( Q_{i,k}(z) \) and \( F_k(z) \). To see this, using (17)-(23), or alternatively

\[
 F_k(z) = \sum_{j=0}^{M-1} z^{M-j-1}Q_{j,k}(z)
\]

(x) a direct consequence of (6)), for \( M = 2 \) we have

\[
 \bar{Q}_{0,1}(z) = \frac{F_1(z)}{z}
\]

\[
 \bar{Q}_{1,k}(z) = B(z)F_{k-1}(0) \quad k \neq 1
\]

\[
 \bar{Q}_{0,k}(z) = \frac{F_k(z) - B(z)F_{k-1}(0)}{z} \quad k \neq 1
\]

For the special case of i.i.d. batch arrivals with p.g.f \( B(z) \) we can get the marginal densities of the queue size and the bucket size from the above. We have

\[
 Pr(X = 0) = \frac{K - 1}{K} - \frac{1 - K \rho}{K} - b_0^{K-1}
\]

\[
 Pr(X = 1) = \frac{1}{K} \left( 1 - K \rho \right) - b_0^{K-1}
\]

where \( b_0 \) is the probability of no arrivals in a slot. The p.g.f of the queue is given by

\[
 Q(z) = \left\{ \begin{array}{ll}
 B(z)[1 - B^K(z)] & \quad z \\
 [1 - B(z) - B^K(z)] & \quad z - B^K(z)
\end{array} \right.
\]

\[
 + \frac{1}{z - B^K(z)} + \frac{1 - b_0^{K-1}}{(1 - b_0)^{K-1}}
\]

\[
 \frac{1}{K} \left( 1 - K \rho \right) - \frac{z - 1}{z} \cdot B(z)
\]

Note that for a given source utilization, the distribution of the bucket size depends only on \( b_0 \), and not on the other probability components of the batch size distribution. For a general i.i.d. source, and a bucket size of \( M - 1 \), (above result is for \( M = 2 \)), it can be shown that the bucket size distribution depends only on \( b_{0,2}, b_{0,3}, \ldots, b_{0,M-2} \).

We may specialize (34) for a Bernoulli source \( B(z) = 1 - p + pz \) and \( K = 2 \), to obtain simple and closed form expression for the queue length distribution. For this case, the inversion of (34) yields

\[
 Pr(Q = 0) = \frac{(1 - 2p)(2 - 2p + p^2)}{2(1 - p)^3}
\]

\[
 Pr(Q = 1) = \frac{(1 - 2p)(2 - 2p + p^2)(1 - p + p^2)}{2(1 - p)^4}
\]

\[
 Pr(Q = i) = \frac{1 - 2p}{2(1 - p)^3} \left( \frac{p}{1 - p} \right)^{2i-1} i \geq 2
\]

which coincides with the result of [12] using a different approach. The average queue length \( E[Q] \) in this case is given by

\[
 E[Q] = \frac{p(2 - 5p + 4p^2)}{2(1 - p)(1 - 2p)}
\]

The above results can be easily extended to other values of \( M \) and \( K \), but the expressions become unwieldy very soon.

B. A Binary Markov Source

This is a simple but very important example in the class of Markov sources. It is widely used to model bursty and correlated sources in which the "OFF" (state 0) and "ON" (state 1) periods can be very large. In this case, \( N = 1 \), \( B_0(z) = 1 \), and \( B_1(z) = z \). The source utilization is \( \rho = \frac{P_{01}}{P_{01} + P_{10}} \) and we have

\[
 F_k(z) = \frac{\sum f_{i,k,0} z^i + \sum f_{i,k,1} z^i}{P_{00} + P_{10}}
\]

\[
 B(z) = \left[ \begin{array}{cc}
 P_{00} & P_{10} \\
 z P_{01} & z P_{11}
\end{array} \right]
\]
In what follows, we first determine the stationary probabilities for \( k = 1 \). Since state zero is the only state that the source does not transmit we have \( f_{0,0,0} = (1 - K\rho)/K \) and \( f_{0,0,1} = 0 \). Therefore,

\[
[zI - B^K(z)]F_1(z) = \frac{1 - K\rho}{K} (z - 1) [p_{00}, z p_{01}]^T
\]  

(38)

Before providing the recursions for \( f_{i,1,0} \) and \( f_{i,1,1} \), we need to compute the Taylor expansion of the entries of the matrix \( B^k(z) \) recursively. Let

\[
B^k(z) \triangleq \begin{bmatrix}
B_{00}^{(k)}(z) & B_{01}^{(k)}(z) \\
B_{10}^{(k)}(z) & B_{11}^{(k)}(z)
\end{bmatrix}
\]  

(39)

where \( B_{mn}^{(k)}(z) \triangleq \sum_{i=0}^k \beta_{i,mn}^{(k)} z^i \). Using the definition of \( B(z) \), a simple recursive expression for computing \( \beta_{i,mn}^{(k)} \) for arbitrary \( k \) is given by (\( \beta_{i,mn}^{(k-1)} \) when \( m = 0 \))

\[
\beta_{0,mm}^{(1)} = p_{mm} \\
\beta_{i,mm}^{(k)} = p_{00} \beta_{i,0m}^{(k-1)} + p_{01} \beta_{i,1m}^{(k-1)} \quad i \geq 1
\]  

(40)

Now following [7], it remains to determine the Taylor expansion of (38), and equate the coefficient of \( z^i \) on both sides of that equation. We easily get

\[
f_{0,1,0} = \frac{1 - K\rho}{K} \frac{p_{00}}{p_{00}^{(K)}} = \frac{1 - K\rho}{K} \frac{p_{00}}{p_{00}^{(K-1)}}
\]  

(41)

\[
f_{0,1,1} = 0
\]

and for \( i \geq 1 \), we get \((1_{i=1} = 1 \text{ if } i = 1 \text{ and zero otherwise})\):

\[
\begin{bmatrix}
\beta_{00}^{(K)} & \beta_{01}^{(K)} \\
\beta_{01}^{(K)} & -1 - \beta_{11}^{(K)}
\end{bmatrix}
\begin{bmatrix}
f_{i,1,0} \\
f_{i,1,1}
\end{bmatrix}
= 
\begin{bmatrix}
t_{i,0} \\
t_{i,1}
\end{bmatrix}
\]

(42)

where

\[
t_{i,0} \Delta f_{i-1,1,0} - \sum_{l=0}^{i-1} (f_{l,1,0} \beta_{i-0,00}^{(K)} + f_{l,1,1} \beta_{i-0,10}^{(K)})
\]

\[
t_{i,1} \Delta \sum_{l=0}^{i-1} (f_{l,1,0} \beta_{i-0,01}^{(K)} + f_{l,1,1} \beta_{i-0,11}^{(K)})
\]

To find the recursion for \( f_{i,k,l} \), \( k \neq 1 \), we may use (24), and the expansion of \( B^k(z) \). For \( l = 0, 1 \), and \( k \neq 0 \), we immediately get

\[
f_{i,k,l} = \sum_{m=0}^{i} (f_{m,1,0} \beta_{i-m,01}^{(k-1)} + f_{m,1,1} \beta_{i-m,11}^{(k-1)})
\]  

(43)

The calculation for \( k = 0 \) is carried out by replacing \( k \) by \( K \) in the RHS of above equation.

Equations (41)-(43) provide a convenient recursion for the computation of the stationary distribution of the deficit function, namely \( f_{i,k,0} \) and \( f_{i,k,1} \). This is an example of deriving such a recursion when \( B(z) \) is not invertible for \( z = 0 \). To find the stationary distribution of system (1), we utilize (8)-(13), and the fact that \( f_{0,k,1} = 0 \) for all \( k \) to get

\[
p(0, j, k, 0) = f_{M - j - 1, k, 0}
\]

(44)

\[
p(1, j, k, 1) = f_{M - j - 1, k, 1} \quad j \neq 0, \ (\text{exclude } j = 1, k = 1)
\]

(44)

\[
p(i, 0, k, l) = f_{M - i - 1 + k, 1} \quad k \neq 1, \ i \in \{0, 1\}
\]

(44)

\[
p(i, 1, 1, l) = f_{M - i - 1 + 1, 1} \quad l \in \{0, 1\}
\]

The other probabilities are zero. Note that when a maximum of one cell may arrive in a slot, the support of \( p(i, j, k, l) \) may be infinite only for \( j = 0, k \neq 1 \) and \( j = 1, k = 1 \).

**Asymptotic Behavior**

It is widely believed that the tail behavior of most queuing systems with infinite waiting room exhibits a geometric behavior \( Pr(Q > i) \approx e^{-i/K} \) for large \( i \). This result is rigorously proved for the GI/P/H/c queues [15].

From the definition of the deficit function, it is clear that the asymptotic behavior of the deficit function and that of the queue length are identical for a finite size of the token pool \( M - 1 \). In what follows we provide the asymptotic geometric behavior for the important Binary Markov Source, and we derive a simple approximation which determines the tail behavior.

Examining (24), the asymptotic behavior of the deficit function is obtained by \( z^* \), \( (\Delta = 1/z^*) \) the smallest positive real root of the determinant \( \Delta(z) = |zI - B^K(z)| \) outside the unit circle. For small values of \( K \), \( z^* \) can be found explicitly. For example for \( K = 2 \) we can easily show that \( z^* = \left(\frac{p_{00}}{p_{11}}\right)^2 \), and for \( K = 3 \), after some algebra we get

\[
z^* = 2 \frac{p_{01}^2 + 3 p_{00} p_{11}}{p_{01}^2 + 3 p_{00} p_{11} + (p_{01}^2 + p_{00} p_{11}) \sqrt{p_{01}^2 + 4 p_{00} p_{11}}}
\]  

(45)

In general, the exact evaluation of \( z^* \) involves solution of a polynomial of order \( K - 1 \), which in general is not possible for \( K > 4 \).

Alternatively, we use spectral decomposition method and take advantage of the closed form expressions for the eigenvalues of the two by two \( B(z) \) matrix in this simple case. We denote the eigenvalues of \( B(z) \) by \( \lambda_1(z) \) and \( \lambda_2(z) \). We have

\[
\lambda_{1,2}(z) = \frac{[p_{00} + z p_{11}]}{2} \pm \sqrt{\left(\frac{[p_{00} + z p_{11}]}{2}\right)^2 - 4 z^2 \left(\frac{p_{00} + p_{11} - 1}{2}\right)}
\]  

(46)

Then

\[
\Delta(z) = (z - \lambda_1^K(z)) (z - \lambda_2^K(z))
\]  

(47)

It can be shown that if the system is stable, i.e., \( K\rho < 1 \), the root \( z^* \) is the smallest positive real root of the equation \( z = \lambda_1^K(z) \) outside the unit circle. For numerical solution of this equation, we may use any standard root finding technique. However, a simple approximation is possible. Denote the average ON period of the Binary Markov Source
by $T_m \triangleq 1/p_{10}$. We may study the behavior of $z^*$ in terms of the average ON period. We have the following important result:

**Theorem:** The root $z^*$ and its inverse $\eta$ allow the following Laurent expansions

\[
z^* = 1 + \frac{K(1 - K\rho)}{(K - 1)(1 - \rho)T_m} + \frac{K(1 - K\rho)(1 - 2K\rho)}{2(K - 1)^2(1 - \rho)^2T_m^3} + O\left(\frac{1}{T_m^3}\right) \tag{48}
\]

\[
\eta = 1 - \frac{K(1 - K\rho)}{(K - 1)(1 - \rho)T_m} + \frac{K(1 - K\rho)(1 - K^2\rho)}{2(K - 1)^2(1 - \rho)^2T_m^3} + O\left(\frac{1}{T_m^3}\right) \tag{49}
\]

**Proof:** See Appendix.

Although $z^*$ does not provide the complete distribution of the queue length in the admission buffer, it fully characterizes its tail behavior. Based on the above equation, the effect of the ON period on the asymptotic behavior of the queue length distribution is very clear. For a fixed $K$, $K > 1$ and source utilization $\rho$, a large $T_m$ would result in a $z^*$ close to 1 which in turn would result in a large queue build up in the admission buffer. To see the impact of large ON period on the performance, consider the quantity $1/(1 - \eta)$, which may be interpreted as the average queue length assuming that the entire distribution is geometric. Using the above result, we get the following simple expansion of $1/(1 - \eta)$

\[
\frac{1}{1 - \eta} = \frac{1 - K^2\rho}{2K(1 - K\rho)} + \frac{(K - 1)(1 - \rho)}{K(1 - K\rho)}T_m + O\left(\frac{1}{T_m}\right) \tag{50}
\]

which indicates that $1/(1 - \eta)$ is asymptotically linear in $T_m$.

**V. Numerical Results and Conclusions**

In this section, we provide some numerical results for an important special case where the arrival process is characterized as a Binary Markov Source. The reported results are based on Section IV.B, where a simple recursive procedure for finding the state probabilities was found. In what follows, in general we assume: source utilization $\rho = .02$, bucket size of 19, i.e., $M = 20$, and tokens are assumed to be generated every 10 slots, i.e., $K = 10$, unless otherwise stated.

In Fig. 2, the cumulative probability distribution of the queue length is plotted for different values of average ON period $T_m \triangleq 1/p_{10}$. It is evident that the distribution is very sensitive to the average duration of ON period. In fact, for very modest values of $T_m$, the tail of the distribution is very long.

In Fig. 3, the cumulative probability distribution of the queue length is plotted for different values of bucket size $M - 1$. It is evident that the distribution is not very sensitive to size of the bucket. In fact for a rather small value of average ON period of 10, even with a bucket size of 24 ($M = 25$), large build up of cells may be anticipated unless a much larger bucket size is used.

In Fig. 4, the cumulative probability distribution of the queue length is plotted for different values of $K$. (Recall that the tokens are generated every $K$ slots.) It is interesting to note that even for a relatively high value of the token generation rate ($K = 5$), large bucket size of 19 ($M = 20$) and modest average ON period of 15, large build up of cells in the queue may be expected.

In all the above figures, it is clear that the tail behavior of queue distribution becomes geometric rather quickly. We have $\Pr(Q > i) \approx \alpha^n i$, for even moderately small values of $i$. As discussed in Section IV.B, $\eta$ is the inverse of the smallest positive real root outside the unit circle of the determinant $\Delta(z)$. For the exact calculation of $\eta$, we have used bisection method to find this root. Care must be taken for an accurate determination of the root, since in almost all the examples we tried, the value of the determinant is rather small in the range $(1, 1/\eta)$. Extensive numerical experiments indicate that the asymptotic expansion (49) is very accurate even for small values of $T_m$.

Figures 5 and 6 depicts the value of $\eta$ vs. $T_m$ for different values of $K$ and $\rho$, respectively (the exact result and the asymptotic results are almost very close to each other). It is clear that even for small values of $K$ and $\rho$, $\eta$ approaches to 1 rather quickly as $T_m$ increases. For example, in Fig. 5, even with a token generation rate of 25 times of the arrival rate (i.e., $K = 2$), the value of $\eta$ exceeds .95 for the average ON period of 40. Note that although $\eta$ does not provide the complete distribution of the queue length, it fully characterizes the tail behavior.

As the expansion (50) indicates, $1/(1 - \eta)$ is asymptotically linear in $T_m$. This is evident in Figures 7 and 8, where the exact value of $1/(1 - \eta)$ is plotted vs. $T_m$ for various values of $K$ and $\rho$. Note that $1/(1 - \eta)$ can be interpreted as the average queue length assuming that the entire distribution is geometric with parameter $\eta$.

An important question in using the leaky bucket as a rate based access control scheme is the determination of the appropriate bucket size and the rate which tokens have to be generated, in order have acceptable delays at the input queue for a bursty and modulated sources. Based on the results we presented, it is clear that increasing the size of the bucket does little to avoid large queue build ups in the admission and transmission queue (unless the size of the bucket is chosen to be very large, in which case the impact of the leaky bucket on the ON-OFF source is not significant). In fact, increasing the size of the bucket, reduces the amplitude of the cumulative probability distribution of the queue build up, but does not affect its slope, which largely dictates the queue behavior specially for large percentiles. It seems that in order to achieve acceptable delays at the
should be generated, should be comparable to the peak rate of the source, i.e., \( K \) should be one!

As a guideline in determining the parameters of the leaky bucket, the token generation rate, \( 1/K \) should be chosen so that the value of \( \eta \) remains acceptably below 1. Once \( \eta \) is determined, the actual distribution of the queue length may be obtained for different values of bucket size, and based on the required delays, an appropriate value of bucket size should be chosen. As stated, the dominant factor is the rate of generation of tokens, and not the size of the bucket.

VI. SUMMARY AND DISCUSSION

In this paper we analyzed the buffered leaky bucket algorithm in discrete time when arrivals are governed by a general finite-state discrete Markov chain. The key of our analysis was the introduction of the deficit function that allows the reduction of the original problem to a more standard discrete time queueing system with the same ar-
rival process. Our analysis yields a recursive procedure for computing state probabilities. Once these probabilities are known, other quantities of interest such as waiting time distribution and distribution of the time between successive departures can be computed [1].

Note that our analysis is confined to the performance analysis at the access level of the network. Further work should be done to study the effect of the leaky bucket on the network performance. Specifically, the smoothing effect of the leaky bucket [17] on the network performance should be analysed.
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APPENDIX

Let \( t = 1/T_{on} \). The parameters of the Binary Markov Source are expressed as follows

\[
p_{00} = 1 - \frac{\rho t}{1 - \rho}, \quad p_{11} = 1 - \frac{\rho t}{1 - \rho}.
\]

and obviously \( p_{10} = 1 - p_{00} \) and \( p_{10} = 1 - p_{11} \).

In what follows, we study the root \( z^*(t) \) of the equation
\[ z = \lambda_1 K (z) \text{ as a function of } t. \]  
Let
\[ z^*(t) = \sum_{n=0}^{\infty} x_n \frac{t^n}{n!} \]
so that we get a system of equations satisfying \( x_i \) from
\[ x_i = \left. \frac{\partial}{\partial t} \lambda_1 K \left( \sum_{n=0}^{\infty} x_n \frac{t^n}{n!} \right) \right|_{t=0} \]
It is easy to see that \( \lambda(1) = 1 \) so that \( x_0 = 1 \). Using these information and taking derivative w.r.t. \( t \), and letting \( t = 0 \), after some algebra we get the following equation for \( x_1 \)
\[ x_1 = K \left( \frac{x_1}{2} - \frac{1}{2(1-\rho)} + f(x_1) \right) \]
where
\[ f(x_1) = \frac{\sqrt{(1-\rho)^2 x_1^2 - 2(1-\rho)(1-2\rho)x_1 + 1}}{2(1-\rho)} \]
which has the non-zero solution of
\[ x_1 = \frac{K(1-K\rho)}{(K-1)(1-\rho)} \]
Similarly we can solve for \( x_2 \). The asymptotic expansion of \( \eta \) follows easily from the expansion of \( 1/z^* \).
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