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Abstract

We consider virtual circuit packet switching communication networks that employ pro-
cessor sharing type service disciplines and study their stability when the offered traffic
to the network has exponentially bounded burstiness (EBB). The advantages of proces-
sor sharing switching techniques both in terms of service flexibility and the potential
capability to guarantee certain grades of service, were emphasized in [7]. The study
presented there assumes that the traffic offered to the network is flow-controlled by the
leaky-bucket mechanism, and the performance of both generalized processor sharing
(GPS) and packet-by-packet generalized processor sharing (PGPS) is analyzed.

In this paper we employ an exponential characterization (EBB) introduced in [11]
to analyze this type of systems in a stochastic setting. We first examine the GPS and
PGPS servers in isolation, and demonstrate their superiority to a general server in the
stochastic environment. We then show that a network of servers, that are all either GPS
or PGPS, is stable whenever the service rate of each node is larger than the total arrival
rate to it. In addition, we provide exponential upper bounds to the traffic flows within
the network links, and to the backlogs of each session in the various nodes on its path.

Keywords: Communication Networks, Generalized Processor Sharing,
Exponential Bounds, Stability, Packet Switching, Burstiness

1. Introduction

The issue of estimating the performance of a given communication network, when
it is loaded with some known (at least stochastically) user traffic, is crucial in many
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aspects of the discipline of high-speed networks. Such estimates are unavoidable,
for instance, when there is a need to decide upon the amount of resources necessary
in the various components of the network to provide acceptable service. Another
example is when developing an appropriate admittance policy. Such policy must
decide whether the network can meet the requirements of an applying new user,
without violating the grades of service guaranteed to existing users. A preliminary
condition one must check is that the service rate of each node in the network is
larger than the total arrival rate to it. To see why this condition, which we call the
throughput condition, must hold, consult [11].

Indeed, performance estimation has been addressed in a variety of settings, and
in some cases simple solutions are available [6] for various important probability
distributions such as queue length, delay, etc. One major case which is of great
interest in the area of high-speed networks is that of virtual circuit packet switching.
Many studies of recent years, both theoretical and practical, have established this
switching technique as a favorable compromise between flexibility of service and
performance guarantees. Unfortunately, the problem we are interested in is usually
intractable for exact analysis in the context of virtual circuit switching, even in very
simple scenarios. Consequently, an alternative approach to exact analysis is needed
to handle this class of networks and investigate their performance.

Such an alternative is the calculation of bounds, and several models have been
proposed that give rise to this modus operandi. One novel approach, introduced
in [1], is to assume that each input traffic stream fo the network satisfies some deter-
mimstic characterization, called a burstiness constraint, and to derive deterministic
upper bounds to the backlogs and delays that develop in the nodes of the network.
This approach is particularly significant, since high-speed networks are usually con-
sidered in conjunction with appropriate flow-control mechanisms that are designed
to protect the network from being saturated by ill-behaved customers. One mecha-
nism, which is most popular in this respect, is the Leaky-Bucket [10], that produces
a burstiness constrained output. This model has been employed in [1]-[3] to ana-
lyze isolated network elements of a general work-conserving service discipline, as
well as some specific disciplines, such as FCFS and locally FCFS. These results are
easily extended to feed-forward networks. However, general topology networks are
proved to be stable only when they are lightly loaded.

Further progress within the model proposed in [1] has been presented in [7}-{9].
In this study two new service disciplines are introduced — General Processor Sharing
(GPS), and its packet-by-packet version, Packet-based GPS (PGPS). Apparently,
GPS and PGPS are identical to the generalized service disciplines introduced in
the Appendix of [5]. These generalized disciplines are the non-uniformly weighted
versions of bit-by-bit Round Robin and of Fair Queueing, which are presented and
studied in [4], and compared to each other analytically in [5].

GPS and PGPS are analyzed in isolation, and in a network setting, when the pa-
rameter assignment belongs to a class called Consistent Relative Session Treatment
(CRST), which is broad enough to support a wide variety of service requirements.
For leaky-bucket controlled arrivals, it is shown that such a network is stable when-
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ever the throughput condition holds, and bounds to total delays and backlogs within
the network are derived.

In a recent study [11] we introduced a different model, designed to take into
account the stochastic nature of the input traffic streams to communication networks.
We proposed the Exponentially Bounded Burstiness (EBB) characterization, and
claimed that most commonly used stochastic models for traffic flows satisfy this
characterization. Moreover, we analyzed isolated network elements, as well as feed-
forward and cyclic networks assuming that the servers at the nodes are general, and
derived sufficient conditions for these systems to be stable. We showed that when
these conditions hold, the distributions of backlogs within the network are upper
bounded by decaying exponentials.

In this paper we apply the techniques developed in [11] to the system model
introduced in [7]. We show that if a general topology network of GPS or PGPS
servers, that is assigned with CRST service parameters, is loaded with EBB user
traffic streams, then the system is stable whenever the throughput condition holds.
This result is based on extending the ideas of [7] in a straightforward manner to the
EBB model, and using analytical techniques that are specific to this case, many of
them by applying material developed and presented in [11].

Similar results have been recently presented in [12). The treatment of isolated
servers is based on a sample path analysis, which exploits more of the structural
properties of GPS, and allows for backlog bounds which are generally tighter than
the ones presented here, though still fairly loose. The analysis of GPS networks,
however, is parallel to ours.

The notations we use in the analysis will naturally be a combination of those
used in [11] and in [7], and they will be briefly reviewed in the next section,

2. Concepts and Notations

2.1. Network Topology and Routing

A communication network is modeled by a directed graph, where vertices represent
switches and edges represent links. Since we are interested in virtual circuit switch-
ing, the route taken by the traffic of each of the users (occasionally called sessijons)
is a predetermined path in the graph. We will denote the path taken by user i by
P(@) = (P, 1), P(1,2),.. - P (1, K;)), where P(i, k) is the kth node in the path P(3),
K; is its length.

2.2. Traffic Flow Characterization

A traffic flow in the network is a stochastic process, specified by an instantaneous
rate R(t). The amount of data carried by this traffic flow during the time interval
[s,t] will be denoted by R** = f: R(u)du. Subscripts will be used to denote the
session. Thus, R; is the session i traffic flow into the network, R;; is the session §
traffic flow into P(i, k), and Ri k.41 is the session i traffic that leaves the network.
We will also use the notation Rk ouw for session i traffic that leaves node P(i, k)
after being served there. Thus, the session i traffic that leaves the network can also
be referred to by Ri k,out
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Remark. When we refer to a particular switch v in the network we will use a
somewhat different notation. I(v) will be the set of sessions that are served by v,
R; . the session { traffic that enters v, R;y ou the session i traffic that leaves v.

The offered traffic processes we will consider are all EBB. The EBB characteri-
zation of session 1 traffic flow into the network consists of a long term average rate 7;
{occasionally called just rate), a decay factor «;, and a constant A;. Consult [11]
for an introduction to the concepts of EBB processes and EB processes, and for the
notations we use. Especially, note that if the session ¢ traffic flow into the network
is indeed characterized as EBB with the three parameters 1;, oy, and A;, then we
say that it is (n:, A:, o;)-EBB. Recall that we are interested in user traffic flows that
satisfy the throughput condition, i.e.,

ST m<c

iel(v)

for every node v, where C* is its service rate. Consequently, we can choose a small
enough positive € such that

S (e < C* )

ielI(v)

holds for every node v. We associate each session 7 with a virtual rate p; = n;-+¢, and
obtain a new collection of rates, which, by (1), also satisfy the throughput condition.
For clarity of exposition we will use only the set of ps, and write p; — ¢ wherever
7; is to be expected. Therefore, we use the following EBB characterization for the
amount of session i traffic entering the network during any time interval [s, ],

1
br /Rf(u) du> (pi — )t —s)+ oy < Aie™™ &)

for all ¢ > 0. The additional ¢ will be needed to control the effect of the bursts
of R;(t), which are unbounded in nature, and can be arbitrarily large.

2.3. GPS Multiplexing and CRST Assignments

Each of the swilches serves the traffic destined to any of its outgoing links according
to a predetermined service discipline. In what follows we assume that every switch
of the network is either a GPS multiplexer with one outgoing link, or a demul-
tiplexer. Combinations of switches of these two types allow modeling of various
server architectures, as illustrated by the server architecture of [7, p. 97}, which
may be considered a variant of a two-input two-output server with output-queuneing.
However, in the analysis we herein present, only the GPS switches are considered.
This is due to the fact that a demultiplexer does not affect the instantaneous traffic
rates of the sessions that traverse it. It merely directs the traffic flow of each session
to the next switch in its path. We will also relate the results to the case when the
multiplexers employ the packet-based version of the GPS discipline, the PGPS.
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A GPS server that serves N sessions on an outgoing link of capacity C is
specified by N positive real numbers ?1,92,...,6n. It is defined (see [8]) by the
following two rules:

1. It is work conserving.

2. If session i is backloged in the server during the whole interval [s,t] then

Riow , ¢ 3
R_;:oul 7]

forall j =1,2,..., N.

Note that whenever session i is backloged, it is guaranteed a service rate of at least

Sy

- C 4

gi =

Remark. When we refer to a particular switch v in the network we add its index
as a superscript. Thus, C* is the capacity of the outgoing link of v. Similarly, ¢¢ is
the service parameter of session i at v, g¥ is the service rate session i is guaranteed
at v,

Following [7] we say that session i impedes session j at a switch v if

v ,
¢£ >P:

o " b

When no confusion may result, we drop the superscript v and say that i im-
pedes j.

. One evident disadvantage of the GPS discipline is that it serves multiple ses-
sions simultaneously. An attempt to overcome this drawback is the PGPS, which
approximates GPS in the more practical case, when the server can only handle one
packet at a time. A PGPS server considers a packet as arrived after ils last bit
has arrived, and it uses a simulation of GPS to determine the order at which arrived
packets receive service. Whenever a PGPS server becomes free, it selects for service
the arrived packet that would be the first to complete service in the GPS simulation,
if no additional packet were to arrive. The extent of this approximation is considered
in the following restatement of Theorem 1.2 of [7].

Theorem 1. Consider a GPS server and a PGPS server that are loaded with the
same user traffic. Assume the input traffic of each session is a packet
arrival process, modeled by a series of impulses, and that the size of
each packet is ar most L. Let R?’;m, R?,’;m be the amount of session i
traffic served in the two servers, respectively, from 0 to t. Then for all
times t
RM L —R¥, <L

1,0ut 1,0ut =
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An assignment of GPS (or PGPS) service parameters is called Consistent Rel-
ative Session Treatment (CRST) if there exists an ordering 7 of the sessions such
that if 7=1(5) < 7~ 1(j) (i.e., i precedes j in ) then session j does not impede
session i at any of the nodes of the network. In this notation an ordering = of a
set S of sessions is a bijection 7: {1,2,...,|S]} +— S. As discussed in [7], the
sessions of a network with a CRST assignment can be partitioned into non-empty
classes Hy, H, ..., Hpr, such that every session, i, in H,, does not impede any of
the sessions in Hy, Ha, ..., Hm.

3. Isolated Servers

3.1. Preliminaries

Consider an isolated server, either GPS or PGPS, that serves N sessions on an
outgoing link of capacity C, and assume its service parameters are A1, P2, s ON-
We begin with two definitions, the first of which is due to [7].

Definition 1. An ordering = is a feasible ordering of the sessions if it satisfies

(C = S5 pr) 6 )
Ty di — Tict 6+6)
forallk=1,2,...,N.

Pry <

Definition 2. An ordering = is a consistent ordering of the sessions if it satisfies
7= 1(4) < 7= 1(j) for any two sessions i and j such that i impedes j.

Thus an ordering is consistent if i precedes j in it whenever i impedes j.

Notice that both the concepts of feasibility and consistency are related to a
specific server, and depend only on the service parameters of this server, and on the
rates of the sessions it serves. When we wish to examine an ordering of the sessions
of a network, we can only relate to the ordering it induces on the sessions I(v) that
are served by a specific-server v of the network. We can then determine whether
this induced ordering is a feasible ordering or a consistent ordering for v. If so, we
will say that the induced ordering is a feasible ordering or a consistent ordering of
the sessions I(v), respectively.

Proposition 1. Let = be a consistent ordering. Then = is a feasible ordering.

Proof. We prove by induction that for every k = 1,2,..., N session (k) can be
chosen as the kth session in a feasible ordering that starts with 7(1), 7(2), .. ., w(k~1).
The basis step and the inductive step are similar, and will be performed together.
Assume the claim is true for k — 1 and prove it for k (k equals 1 for the basis step).
By the proof to Lemma 2.8 of [7] any partial feasible ordering can be completed
into a full feasible ordering. Consequently, there exists at least onc new session j

such that o1
(C - icg P"(i))¢j
N -
Zi:l ¢ — Z?:ll ¢1r(i)

pi <
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Since 7 is a consistent ordering, session j does not impede session 7(k) and hence

¢1r!lc! > Px!k!
¢ T pj
Therefore -
¢ C — 3 ic1 Pri)) Pk
Prky < ¢(.k)Pj < ( 7 Lisi 1;:(-)3 =)
J Ei:l ¢ — i=1 ¢1r(")
and the claim is proved. a

A fundamental lemma, which is a simple modification of Lemma 2.11 of [7] is
the following.

Lemma 1. Let 7 be a feasible ordering of the sessions of a GPS server, and suppose
that a session w(k) is backloged during the interval [s,t}]. Assume further
that

R;fk),out < p"'(k)(t -s)~oc
for some positive o. Then

k-1 k-1

Z R:r'(ti),out > Z(t - S)p"(") +o

i=1 =1

3.2. An Isolated GPS Server

Theorem 2. Let 7 be a feasible ordering, and consider a session i = k), 1 <k <
' N. If the input traffic flows Ry to a GPS server are

(pr@) — €& An(t), tx())-EBB

Jor all 1 < k then the output traffic R; oy is also EBB with rate p; — e.

Notice the significant advantage of this result over the one presented in [11] for a
general server. In the GPS case, for the session i traffic that lcaves the server 1o be
EBB, it is only required that the entering traffic of session ¢ and of the sessions that
precede i be EBB. In the general server case, on the other hand, it was required that
all the input traffics be EBB.

Proof. By induction over k. Without loss of generality we may assume that = is
the identity, and consider session 1 first. Moreover, since this session is first in a
feasible ordering, we have p; < g;.

Fix some positive o and choose a small enough § such that 0 < § < oo/ p1
and

Ayeci(pr=6)8
e =7 (%)
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Notice that such a choice is always possible since the left hand side of (5) tends to
infinity when & approaches 0. Let d(s) be the r.v. defined by

d(s) = min {u: @i(s —u)= 0}
where @;(t) is the backlog of session 1 traffic at time t. Thus d(s) is the time that

has passed since the last time prior to s when session 1 was not backloged. Two
direct consequences of this definition are the following.

B 2 91d(s) > prd(e) ©)
R < BT )

Combining (6) and (7) we get
Ri—-d(a),t > R;—-d(s).t — Rs-—d(a),s +Rs.t > pld(8)+ Ra,t (8)

Jout 1.out 1,0ut 1,0ut

Suppose that ¢ > 0. We have

Pr{Ri%.> (o1 - Ot —5)+ 0}

= iﬂPr({Ri::u. > (p1 = Yt = 5) +} 1 {mb < d(s) < (m+ 15} ¥
and by (8) we get
[Ry 2 (o1 = (= 8) + o} 1 {mé < d(s) < (m+ 1)3}
R 2 (py = Ot = )+ 0 + prd(s) } 0 {m6 < d(s) < (m+ 1)5) "o

C {RyT™H 3 oy — )t = 5) + 0 + prmé }
= {Ri"(m+l)6‘t >(p—t—s+(m+ 18 +e(m+ 1)s+0 ~ plé}

Recall that ¢ > o and p;é < o¢. Therefore, the event (10) is of the form
{R%"* > (py — €)(t2 — t1) + o1} where gy > 0, and we can use the assumption
that R; is EBB. Substituting into (9) we get

Pr{Ry%, 2 (o1~ Ot - 5)+ 0
Ageer(pi=95 (11)
e

[+ 3%

oc
S Z Ale—al(f(m+1)(5+0—~p16) -

_ p—aj€d
m=0 1 €

It is here that we employ the additional ¢ we provided in p;, which compensates for
the unbounded nature of d(s). The same technique will be used again to complete
the induction step.
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This concludes the proof that R o4 is EBB with a constant

Aleo‘l(Pl"‘)6

Al,out = 1 - e-aed

since (11) also holds for o < o by the choice (5). Notice that the decay factor we
get for session 1 is oy oy = 0.

Consider next a session i, where i > 1. By the assumptions of the theorem
the input traffic flow R; is (p; — ¢, 4;,;)-EBB for all j < i. By the induction
hypothesis the output traffic flow R; ou is (pj — €, A; out, @;,0ur)-EBB for all j < i.

Let {p;}j<i be a set of positive numbers that sum to one, such that o oup; =
a;p; forall j < i, and choose a; gy to be

1

Qiout = Py = T 1
st licima
Fix some positive o and let 6 be small enough, such that 0 < § < pjoq/p; for all
j<iand
Ajexilpi=9f Aj‘outeaj,uut(/‘i"sw

. —_—— X outd0
Ax,out - 1— e—0i€6 + Z 1-— e_ajthcg _>_ €
i<i .

Such a choice of § is always possible for a reason similar to the one mentioned
following (5). Notice that the last requirement defines the choice of A;ouw, and
establishes the theorem for o < ¢g. Therefore we only have to consider the case
o > og. We have

Pr{R{%y 2 (i — Ot — 5) + o)
oo (12)
= S Pe({Rika 2 (i = Ot = )+ 7} N {mb < d(s) < (m + 15} )
=0

where d(s) is defined, similarly to before, by d(s) = min{u: Qi(s —u) = 0}. To
upper bound each of the summands of (12), it is sufficient to intersect each event in
this sum with E = {R:Z%* > p;d(s) — (1 —pi)o} and with its complement E¢, and

i.out
to add the probabilities of the two resulting events. Since we assumed 1,2,..., N

is a feasible ordering, we can handle E° by means of Lemma 1.

J<i i<i

[RiZ80 < pd(s) - (1 = )} € {Z Rigu™ 23 pid(s)+(1- W} )

Applying (13), and using relations similar to (6) and (7) for session i, we get
{Ry > (i — )t = 8) + o} N{mb < d(s) < (m+ 1)6}
C { RN > (i = )t = 5 + (m + 1)8) + €e(m + 1)6 + pio - pis} (14)

U U { B8 2 (o5 — )m+ )6+ elm+ D6+ pjo = ps6)  (19)

i<i
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Now we can apply the assumptions of the theorem to (14), and the induction hy-
pothesis to each of the events in (15). Substituting into (12), we can write

Pr{R{g, > (pi = )t —5) + 0}

5]
< § : (Aieai(p.-—c)éc—-a.'em6e~a,-p.-a +§ :A] ou'ea,"w.(p,‘——5)6e—aj,omcmde—aj’ompja>
m=0 j<i

Aiea‘(pi_e)é Aj,outeaj'w'(pj—€)6 — i ou®
S ( 1 — e-—-aie6 + Z 1-— e"ai.wleé ¢ -

j<i
where the last inequality is due to the choice of the parameters p;. a

Note that a similar proof will show that when the assumptions of Theorem 2
hold, @; is (Ai out, @i out)-EB.

3.3. An Isolated PGPS Server

Our goal in this section is to extend Theorem 2 to the case of an isolated PGPS
server. We assume the traffic flow each session i introduces to the server is divided
into packets, and that the maximal packet size is L.

Besides the fact that the PGPS service discipline is different from GFPS, we
recall that, unlike the GPS server, a PGPS server does not start serving a packet
if it is only partially received. In other words, the PGPS is a Store and Forward
technique, while GPS is Cut Through. To cope with this difficulty, we separate the
PGPS server into two imaginary parts — a regulator and a PGPS core (see also
the discussion in Chapter 4 of [7]). The function of the regulator is to perform the
Store and Forward part. It collects the received data into packets, and passes only
complete packets to the PGPS core. The output of this regulator, which is the input
to the PGPS core, is a series of impulses, whose heights represent the sizes of the
"packets. Let R; be the session 7 input traffic to the PGPS server, which is also the
input to the regulator part, R; is the output traffic from the regulator, which is the
input traffic to the PGPS core. We have

Byt =1i(s) + R = ()

where [;(u) is the amount of data belonging to a session i packet that is partially
received in the regulator by time u. Since 0 < I(u) < L, we conclude that

RIP<RM4L (16)
Considering a PGPS server with EBB inputs, we can employ (16) and get
pr{R > (i~ )t - 9)+ 0}

<Pr{R" > (pi —€)(t—s)+o—L} (17
< (Aiea.‘L) e ic
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which holds for all values of ¢ > 0. Notice that the application of (16) is valid
only for o > L, but in case o < L the right hand side of (17) is at least 1, since
the constant of any EBB characterization is at least 1, and therefore A; > 1 for
all 7. Thus the inputs to the PGPS core are also EBB, with the same rates and decay
factors, and with the constants changed from A; to Ajexil,

Since we wish to apply Theorem 2, we resort to Theorem 1. We denote the
session i output traffic from the PGPS core by R;ou, and consider a GPS server that
replaces the PGPS core, with output traffic denoted by R; our.

Consider some two time instances ¢t > s. By Theorem 1 we have

0, 50,

Z Rj,tout— Z R?,:Jut < (N - 1)L (18)

I I

Since both the GPS and the PGPS service disciplines are work-conserving, we have
N N

> RBiow =2 Rigu ) (19)
j=1 j=1

Subtracting (18) from (19) we get

R¥ =R > —(N-1)L

i,0ut i,out =

and thus, by applying Theorem 1 again

R{" - R‘f" = (Rs'):t:ut - ﬁ?:;m) - (R?,‘c‘:ut - ﬁ?,‘;ut) 2 _(N“ I)L —-L=-NL (20)

1,0ut T,0ut T

We are now in a position to bound the distribution of ﬁ':,';uv since by (20)

Pr{Rit 2 (i~ )t =)+ 0}

<Pr{RI, > (pi—e)t—s)+o—NL}

1,0ut =~

Moreover, we already know by (17) that the input traffic flows to the PGPS core are
EBB. Therefore we can apply Theorem 2, and conclude its peer for the PGPS case.

Theorem 3. Let 7 be a feasible ordering, and consider a session i = w(k), 1 <k <
N. If the input traffic flows R.qy to a PGPS server are
(Prqy — € Axqy, 2r())-EBB

for all | < k then the output traffic R;ow is also EBB with rate p; — e.

The appropriate constants ooy and A;ou can be determined by Theorem 2, tak-
ing (17) and (20) into account.
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4. The Stability of CRST Networks

We are now ready to examine the traffic flows of the various sessions within a
network with a CRST assignment, where each of the nodes is either a GPS or a
PGPS server (which we jointly call GPS type servers). Our goal is to show that the
traffic flow of each session, in each of the links it traverses, is EBB. This fact will
guarantee that the backlog of each session in each of the nodes it visits is EB, and
the network is stable. As mentioned earlier, we partition the sessions of the network
into non-empty disjoint classes Hy, Hs, ..., H.

Definition 3. An ordering n is a staggered ordering of the sessions of the nerwork
if i precedes j whenever i € H,, JEHy, and | < k.

Thus an ordering is staggered if it is such that all the sessions of H; come first, al}
the sessions of H; come next, and so forth. Notice that a staggered ordering induces
a consistent ordering over the set I(v) of sessions that are served by v, for every
switch v.

Theorem 4. A network of GPS type servers with CRST assignment, which is loaded
with N EBB sessions, is stable whenever the throughput condition
holds.

Proof, To show that the traffic low of each session, in each of the links it traverses,
is EBB, we use a double induction. The first is on the class index 1 <m< M,
and the second, which considers a specific session i, i € H,y, is on the path index
1<k <K;.

By the first induction hypothesis we assume that the traffic flow of each session 7
i € HiUH,U. . UHp, in each of the links it traverses, is EBB. Notice that for m = 0
this induction hypothesis is trivial, hence we only have to establish the inductive
step. ‘

Consider a specific session i, i € Hy,pq, and let v = P(i,k). By the second
induction hypothesis we assume the session i traffic that enters v is EBB. Again,
the case k = 1 is due to the EBB nature of the session i input traffic to the network,
and we only have to establish the inductive step. '

Let 7 be a staggered ordering in which i € Hp 4y is first among the sessions
of Hmy1. The ordering 7 induces on I(v) is a consistent ordering, in which session {
is only preceded by sessions of classes with indices m or less. Moreover, by
Proposition 1 it is also a feasible ordering. Considering this induced ordering,
we can apply the appropriate theorem (either Theorem 2 if v is a GPS server, or
Theorem 3 if it is a PGPS server), and deduce that the session 7 traffic leaving P(i, k)
is EBB. Since we are dealing with virtual circuit routing, this EBB traffic is the
session i traffic that enters P(i,k + 1), and the proof is complete. 0

5. Conclusions

We demonstrated the power of the characterization presented in [11] by analyzing
the GPS type systems presented in [7]. The network model considered employs the
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virtual circuit paéket switching technique and it consists of two kinds of processor
sharing type servers, the GPS and the PGPS. We first analyzed an isolated server,
and showed that when it is loaded with EBB user traffic flows, its output traffic
streams are also EBB. Moreover, we emphasized the improvement of this analysis
over the one presented in [11] for the general work consefving service discipline.
We then considered the network model, assuming each of the various nodes of the
network employs either the GPS or the PGPS service disciplines. We showed that if
the network is loaded with EBB user traffic, then it is stable whenever the throughput
condition holds. The exponential bounds to the distributions of the backlogs and the
output streams, derived for the isolated server case, can be easily employed to deduce
similar bounds to both the backlogs of each session in each node, and the flows of
each session in each link. Referring to the applicability of the EBB characterization,
established in [11], we can conclude that from the queueing-theory perspective the
above network model is stable when it is loaded with common stochastic processes,
such as Poisson, Bernoulli, or AMS.
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