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Analysis of Discarding Policies
in High-Speed Networks

Yael Lapid, Raphael Rom, and Moshe Sidi

Abstract—Networked applications generate messages that are
segmented into smaller, fixed or variable size packets, before they
are sent through the network. In high-speed networks, acknowl-
edging individual packets is impractical; so when congestion
builds up and packets have to be dropped, entire messages are
lost. For a message to be useful, all packets comprising it must
arrive successfully at the destination. The problem is therefore
which packets to discard so that as many complete messages
are delivered, and so that congestion is alleviated or avoided
altogether.

In this paper, selective discarding policies, as a means for
congestion avoidance, are studied and compared to nondiscarding
policies. The partial message discard policy discards packets of
tails of corrupted messages. An improvement to this policy is the
early message discard that drops entire messages and not just
message tails.

A common performance measure of network elements is the
effective throughput which measures the utilization of the net-
work links but which ignores the application altogether. We
adopt a new performance measure—goodput—which reflects the
utilization of the network from the application’s point of view
and thus better describes network behavior.

We develop and analyze a model for systems which employ
discarding policies. The analysis shows a remarkable perfor-
mance improvement when any message-based discarding policy
is applied, and that the early message discard policy performs
better than the others, especially under high load. We compute
the optimal parameter setting for maximum goodput at different
input loads, and investigate the performance sensitivity to these
parameters.

I. INTRODUCTION

M ODERN networks differ substantially from the tradi-
tional networks in many aspects—the most important

of which is flow control. Modern networks are typically high-
speed networks, deploying high-capacity links, and integrating
multiple services. Service integration means that the network
has to support both services that need (and are willing to
pay for) reserved resources, and those which cannot reserve
resources and must rely on the available resources whenever
the need arises. High transmission speed and high capacity
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mean that large amounts of data may be in transit through the
network, which implies inability of the source to react in time
to feedback coming from the network.

Indeed, much attention has been given recently to flow
control in high-speed networks, in general, and ATM networks,
in particular [1], [8]. As is evident from these, the most severe
flow control problem arises from applications that generate
data fairly irregularly, cannot reserve network resources, and
are sensitive to data loss.

Many high-speed network applications generate messages
which must be transported to a similar application at the
other end of the network. These messages are segmented
into smaller fixed or variable size packets which are then
conveyed by the network. To be useful, all packets comprising
a message must arrive successfully at the destination and be
reconstructed into the original message. Hence, the network
can only charge for the delivery of complete messages. Packet-
by-packet acknowledgments and retransmissions are clearly
impractical, and thus acknowledgments and retransmissions
must be applied by the applications, at the message level.

The problem is therefore to deliver full messages by a
network that handles and delivers packets. In other words,
it seems beneficial to control the flow of packets with respect
to messages boundaries, so as to accomplish the delivery of
as many complete messages as possible.

Message misdelivery happens mainly due to congestion
at network elements which causes buffers to overflow and
packets to be dropped. Congestion may be built in network
elements that are based on statistical multiplexing, especially
when noncooperative clients who have not reserved resources
introduce high loads to the network. In ATM networks, this
service is known asbest-effort service—a term related to traffic
in noncontracted quality of service sessions. In this kind of
session, the network does not guarantee any quality of service
(e.g., percentage of lost packets) and the user does not have
to comply with a certain data rate. The user introduces to the
network as much data as it chooses, yet only part of it may
be properly delivered. Because of the lack of coordination and
commitment from both the user’s and the network’s side, high
loads and congestion at various places in the network may
evolve.

In case of congestion, and due to the lack of any commit-
ment, the network can and will discard packets that belong to
this type of service if congestion requires to discard packets. In
spite of this lack of commitment on either side, the user cannot
be charged for any message which is partially delivered, and
thus it behooves the network to deliver complete messages.
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The user is therefore required to designate message boundaries,
and the problem becomes that of which packets to discard so
that as many complete messages are delivered and so that
congestion is alleviated or avoided altogether.

A. Selective Discarding Policies

Selective discarding policies, as a means for congestion
avoidance, were presented in [4] and [5]. These methods are
implemented at network elements and do not depend on the co-
operation of users, or the behavior of other network elements.
By choosing which packets to deliver and which to drop, a
network element tries to transmit as many complete messages
as possible. In this paper, we study message-based selective
discarding policies, which select packets to be discarded with
respect to application message boundaries.

One discarding policy is partial message discard (PMD).
According to this policy, the network element discards (drops)
packets that belong to messages that were already damaged,
that is, experienced a packet drop in the network element. In
other words, if the buffer is full when a packet arrives to the
network element, this packet, and all successive packets that
belong to the same message, are discarded.

An improvement of this policy is the early message discard
(EMD) in which, in addition to the forced discard executed
when the buffer overflows (as in PMD), a threshold is defined
at a certain buffer occupancy level. If a messagebegins to
arrive when the buffer occupancy is above this threshold,
the message is not accepted to the network element (i.e.,
all its packets are dropped). In this method, entire messages
are discarded, while in PMD, only “tails” of messages are
discarded where the beginnings are transmitted wastefully.

In [9], PMD and EMD are studied. Turner shows that
the need for high queue capacity, in order to achieve high
efficiency, grows with the number of virtual circuits. The
buffer fill level over time is analyzed, and an EMD with
Hysteresis algorithm is suggested, to achieve high efficiency
with smaller queue capacities. The fair EMD with hysteresis
algorithm is introduced in an attempt to achieve a level of
fairness among the competing virtual circuits, when their rates
differ significantly.

B. Performance Objectives

In [5] and in [9], the objective was to compare between
discarding policies and noncontrolled systems based on the
effective throughput. Effective throughput is the ratio of good
packets on the outgoing link to the total outgoing flow. Good
packets are those that belong to messages that were success-
fully transmitted in their entirety. However, the yardstick of
effective throughput only shows how much of the transmitted
traffic is not a waste, but disregards the quality of service the
user gets, i.e., the percentage of its traffic that is transmitted
successfully. Messages that were completely discarded by the
network do not affect the throughput, yet make a big difference
to the application. In other words, a high effective throughput
(near 1) can be achieved even for situations where a very
small percentage of the user’s data is successfully transmitted

by the network element (causing it to be retransmitted many
times further increasing the load).

In this paper, we define another performance yard-
stick—goodput. Goodput is the ratio of good packets out
of the total number of packets that arrive at the network
element’s input. This performance measure represents the
percentage of user’s data that is successfully transmitted by
the network element, and that the network can charge for.
This objective better represents both the quality of service the
user gets and the utilization of the network element (i.e.,out-
flow/in-flow, whereout-flowcomprises only the useful part of
the outgoing data flow).

In this paper we develop and analyze a model for systems
using PMD and EMD policies. From an analytic point of
view, the main contribution of this paper is the introduction
of a novel recursion for the computation of the goodput. The
analysis shows a remarkable goodput improvement when any
message-based discarding policy is applied, and that the EMD
policy performs better then PMD, especially under high loads.
We also compute an optimal EMD threshold for maximum
goodput at different input loads. We then extend the basic
model to include fixed-size cells, multistage models, and
on–off sources.

II. THE MODEL

The model we use in this paper to study the behavior of
various discarding policies is based on the dispersed message
model introduced in [2]. According to this model, a message
consists of a block of consecutive packets, which corresponds
to a higher layer protocol data unit (application). The arrival
epochs of the packets are dispersed over time, i.e., the packets
that compose the message arrive to the system at different
time instants. TCP/IP-based systems [3] are examples in which
the application message is segmented into packets which are
then transmitted through the network. At the receiving end,
the transport protocol reassembles these packets back into a
message before the delivery to higher layers takes place.

We consider systems with variable lengthmessages, that
is, the packets that arrive to the system belong to messages
whose length is geometrically distributed with parameter
(independent from message to message). Thus, the mean
length of a message is packets. Variable message size
is typical in data applications where the message can be a
document, an e-mail message, or an arbitrary file. This model
also assumes a variable size packet which may correspond
to some natural partition of the message (e.g., sections of
a document, paragraphs of the e-mail message, etc.). In the
application layer, a session can be defined in which one or
more messages are transmitted through the network from a
source to a destination. We assume that packets that belong to
a specific session arrive according to a Poisson process with
rate and the transmission time of a packet is exponentially
distributed with rate In Section V-A we will consider the
case of fixed-length packets that is typical to ATM networks.
In Section V-C we will consider on–off sources.

The network element in our model has a single finite input
queue that can contain at most packets (either buffered
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or being transmitted). When a packet arrives at the network
element, it enters the input queue, if space is available.
Otherwise, the packet is discarded (dropped). A packet leaves
the queue when the server is available, i.e., after the service
of the previous packet is completed. A packet is transmitted
by the server of the network element through its service time.
Hence, in terms of packets, the network element can be viewed
as an model, with arrival rate and service rate

The load on the network element is defined as
In terms of messages, the behavior of the network element

is more complicated. Naturally, all packets that belong to a
specific message have to be transferred successfully in order
for the message to be useful at the receiving end. Therefore,
in most applications, even if a single packet of a message is
discarded, the whole message has to be retransmitted. This
implies that it is wasteful to forward packets that belong to
a corrupted message (a message with at least one discarded
packet). In order to reduce the waste of network resources, we
consider two policies that discard packets even if the buffer
of the network element is not full.

The first policy is the PMD. According to this policy, when-
ever a packet of a specific message is discarded since it arrived
to a full buffer, all subsequent packets that belong to the same
(corrupted) message are also discarded, irrespective of the state
of the buffer upon their arrival. It is clear that this policy avoids
sending packets that are clearly of no use. This also allows
the network element some time to empty its input buffer, and
increases the chances of the next message being successfully
transmitted. Note, however, that the PMD policy is still
wasteful since all packets that belong to the corrupted message,
and have been accepted to the buffer before the first packet of
the message that was discarded, will be transmitted (some of
them may have been transmitted already upon the first discard),
although they can be of no use at the receiving end.

The second policy, called the EMD, attempts to overcome
the above drawback by rejecting whole messages that are
unlikely to make it. To that end, the network element fixes a
fill-level threshold is an integer, Instead
of discarding packets only when the buffer is full, the network
element discards all packets that belong to messages that
started to arrive when the contents of its buffer had been above
the threshold Note that while the network element discards
entire messages that are in danger of becoming corrupted, it
may discard messages that will not have been corrupted.

The performance measure used in this paper to compare
the discarding policies is thegoodputof the network element.
Goodput is defined as the ratio between the amount of “good”
packets on the outgoing link of the network element and
the total amount of incoming packets. A “good” packet is a
packet that belongs to a noncorrupted message. The goodput
represents the percentage of user’s traffic that is of value to
the user, and that the network can charge for.

The setting of the parameter that maximizes the goodput
depends on the load at the network element’s input. For
a moderate load (i.e., setting too low prevents
the usage of a significant part of the buffer and increases
the chances of discarding messages that will not have been
corrupted. On the other hand, for high-load situations, setting

Fig. 1. A network element under the PMD policy.

too high (near may cause accepting messages that are
highly probable to contain discarded packets. Settingat
different queue levels for different input loads allows us to
maximize the chances of an entire message to be accepted
to the buffer and be successfully transmitted by the network
element (thus maximize the network element’s goodput). Our
analysis shows that there exists an optimal thresholdthat
can be found for any given load, and that for moderate loads,
the PMD policy (i.e., is best.

III. A NALYSIS

A. Discarding Policies Analysis

In this subsection we present queuing models with which
we analyze the various discarding policies. The actual goodput
derivation is deferred to the next subsection.

A network element that employs no discarding policy (other
than discarding packets that arrive when the buffer is full)
is modeled as an queue with arrival rate and
service rate A packet that arrives at an element
that has queued packets is discarded (not admitted to the
queue). Let be the steady-state probability of
having packets in the system. Then it is well known [7] that

With these probabilities, the
goodput of the network element can be derived, as is described
in the next subsection.

For the PMD policy we recall that if a packet arrives when
the queue is full, it is discarded and all subsequent packets
that belong to the same message are also discarded until a
head-of-message packet (a new message) arrives. To model
this we must distinguish between two modes: thenormal
mode in which packets are admitted, anddiscarding mode
in which arriving packets are discarded. The state transition
diagram for this policy is given in Fig. 1. In the diagram, a
state describes the system havingpackets operating
in the normal mode, while a state describes the system
with packets operating in the discarding mode. In particular,
when the system is in state the buffer is full; a packet
that arrives at this state is discarded and the system enters
state Once a packet is discarded, the following packets
belonging to the same message must be discarded. Since the
length of the message is geometrically distributed, each of the
subsequent packets belongs to the message with probability

and hence is discarded with that probability. A head-
of-message packet arrives with probabilityIf the queue level
upon that arrival is the packet is admitted to the queue
and the system returns to normal mode, to state
Let be the steady-state probability
of having packets in the system and the system is in mode
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Fig. 2. A network element under the EMD policy.

normal; discarding). Then from Fig. 1 we have
the following set of equations whose solution yields the steady
state probabilities (with :

(1)

The EMD policy, as mentioned before, is similar to the
PMD, except that an additional threshold level is defined, say

If a message starts to arrive when the system contains
more than packets, then all the packets of that message
are discarded. State diagram for this policy is given in Fig. 2.
As for the PMD, a state describes the system when
there are packets in the buffer and arriving packets enter
the buffer, while a state describes the system when
there are packets in the buffer and each arriving packet
is discarded. In particular, if a head-of-message arrives (with
probability when the queue level is the packet
is not admitted to the queue and the system enters state

in the discarding mode. The system remains in that
mode, as described for the PMD model, until another head-
of-message packet arrives (arrival with probability If that
packet arrives when the queue level is then the packet
is accepted and the system enters state in the
normal mode. If the queue level at that arrival was
the system stays in the discarding mode, that packet and all
subsequent packets that belong to the new message (arrivals
with probability are discarded. Then from Fig. 2
we have the following set of equations whose solution yields
the steady-state probabilities (with

:

(2)

B. Goodput Analysis

We recall that the goodput is the ratio between total
packets comprising good messages exiting the system and
the total arriving packets at its input. Let be the random
variable that represents the length (number of packets) of an
arriving message. Let be the random variable that represents
the success of a message, for a good message, and

for a message which has one or more dropped packets.
Then

(3)

Since the length of an (arbitrary) arriving message is geomet-
rically distributed with parameter we have

(4)

The probability of an incoming messages ofpackets to
be transmitted successfully, can be expressed as follows:

(5)

The second element in the product is the distribution of the
length of arriving messages, i.e.,
The first element is found from the conditional probability of
the success of a message of lengthgiven that its first packet
arrived when there were packets in the queue (or
empty places). Let be the random variable representing the
queue occupancy at the arrival of a head-of-message packet.
Then

(6)

where and are taken from the
solution of (1) for PMD and the solution of (2) for EMD.
This is true since the head-of-message packet is an arbitrary
packet (that sees the stationary probabilities upon arrival), and
since the length of an arriving message is independent of the
queue state.

From the above we get

which yields the following as the expression of the goodput:

(7)
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To complete the calculation of the goodput, we therefore have
to evaluate the conditional probabilities

These probabilities are computed recursively as
follows.

Consider first a system that employs the PMD policy.
Assume that the head-of-message packet arrives at a system
at state and the message is of length Then, if

there is enough space in the buffer to accommodate
the whole message and the message is guaranteed to be good.
This is stated in the following equation:

(8)

If i.e., the system is full, then the head-of-message
packet is not admitted and the message is not a good one.
Hence

(9)

The above two equations establish the boundary (initial)
condition for the recursion. Continuing with larger values, we
have for and

(10)

where is the probability that a departure occurs
before an arrival. The explanation of (10) is simple. If the next
event following the arrival of the head-of-message packet is an
arrival of a packet (which happens with probability the
probability that the message is successful is since
this packet can be viewed as the head-of-message packet of a
message of length that arrives at a system with
packets. If the event following the arrival of the head-of-
message packet is a departure of a packet (which happens with
probability the probability that the message is successful is

since the situation is as if the head-of-message packet
had arrived at a system with packets.

Combining (8), (9), and (10), we have that for

(11)

For messages of length there is no situation where
success is guaranteed from the outset, and success depends
more heavily on the evolution of the system after the arrival of
the head-of-message. For the same reason as explained above,
(10) holds for A slightly different relation holds
when the head-of-message packet arrives at an empty system

If the head-of-message arrived at an empty system and
the next event is a departure (which happens with probability

the system is empty again and no further departures are
possible; thus the probability that the message is successful
is since the arrival of the next packet can be viewed
as an arrival of the head-of-message packet of a message of
length to an empty system. Thus, for we have

(12)

The recursions (11) and (12) are computed in ascending
order of and ascending order of

In a system that employs the EMD policy, the above
recursions remain correct only when the head-of-message
packet arrives at the system when the number of packets is
below the EMD threshold, i.e., If the head-of-
message packet arrives when the system occupancy is above
this threshold, the message as a whole is not admitted to the
system, and hence is not a good one. We thus get for EMD
policy the following probabilities:

(13)

IV. NUMERICAL RESULTS

The parameters we use in our examples were set to corre-
spond to realistic ratios between queue size and mean message
length. Ratios of 120 (i.e., queue size of 20 times the mean
message length) to 12, were checked. From the geometric
message length distribution, it follows that the mean message
length is packets. In our examples, we set the queue
size to and calculated the goodput for messages of
mean length of 6, 15, 30, and 60. The traffic loads on the
network element are in the range of 0.8–2.2 where loads
of are referred to as moderate loads, while higher loads
correspond to congestion buildups or noncooperative users.

Fig. 3 shows the goodput of the network element for mean
message lengths of 6 and 30 packets, as a function of the
offered load and for different policies: without any discarding
policy, when PMD policy is introduced in the network element
and when EMD policy is applied with a fixed threshold at
half the queue size. Fig. 4 is a zoom of Fig. 3 for average
message size of 30 packets, at moderate loads with PMD or
EMD applied.

It is evident that when high loads are introduced, both
discarding policies perform much better than a system with
no discarding policy. At moderate loads, the PMD policy and
the EMD policies perform similarly, with a slight advantage to
the PMD policy. For heavy traffic loads, the EMD outperforms
the PMD by up to 20% in terms of the goodput, and improves
the network element’s performance by a factor of up to 6. It
also appears that the behavior of the system is not sensitive to
changes in average message lengths. Furthermore, a controlled
system (where some discard policy is implemented) is less
sensitive to the message length, and the EMD is, again, better
than the PMD in that perspective. In all cases, systems with
shorter mean message length yield better goodput.

Given the superior performance of the EMD policy, it is
natural to investigate the optimal thresholdopt with respect
to loads, message lengths, and buffer sizes. Fig. 5 depictsopt

for a queue of size mean message lengths of 6, 15,
30, and 60, and loads in the range of 0.8 to 2.2. Fig. 5 shows
that the optimal threshold is not very sensitive to the average
messages length.

Fig. 6 depicts opt for queue sizes of
mean message length of 6, and loads in the range of 0.8 to 2.2.
We consider the ratio of the optimal threshold to the queue size
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Fig. 3. Goodput versus load for EMD/PMD/no control[N = 120;K = 60; 1=q = 6; 30]:

Fig. 4. Goodput versus load for EMD/PMD policies[N = 120;K = 60; 1=q = 30]:

since we are interested in proportions rather than absolute val-
ues. The figure demonstrates that changes in the queue size for
a fixed average message size hardly affect the optimal thresh-
old. This is an encouraging result since it means that one can
easily approximate the optimal threshold for a given system.

Fig. 7 shows the dependence of goodput onfor a system
employing the EMD policy with several loads (the value of
the goodput obviously decreases as the load increases). The
figure shows that the goodput is rather insensitive to the EMD

threshold, in a very wide range of thresholds (not too low and
not too high). This is a remarkable result as it means that the
EMD policy is rather robust and the choice of the threshold
is not a crucial one. An optimum threshold, as expected, does
exist but is not significant at all in terms of goodput (and is
therefore invisible in these graphs). The explanation of this
phenomenon is as follows. Clearly, when the value of the
threshold is set high, the system behaves almost as with the
PMD policy and loses its relative advantage. Similarly, when
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Fig. 5. K versus load for the EMD policy[N = 120; 1=q = 6; 15; 30;60]:

Fig. 6. K =N versus load for the EMD policy[N = 30;60;90; 1=q = 6]:

the threshold is set too low, the buffer is not well utilized since
many messages that could have been accepted are discarded.
In a medium setting, at relatively high loads, the system will
operate most of the time with a buffer occupancy around
Lowering means that longer messages are more likely to
make it, but these messages are rather rare and therefore their
effect on the goodput is negligible. Thus, although an optimal
threshold does exist, its effect on the goodput is nonessential.

Fig. 8 depicts the probabilities of a message of length
packets to be discarded by the system. (Here the probability
does not include the probability of such a message arriving at
the queue.) In this example, the queue size is of length

and messages are an average length of 30 packets, the
traffic load is It is evident that the system with no con-
trol gives little chance for any message, especially the longer
ones. The PMD control performs much better, and the loss
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Fig. 7. Goodput versusK under EMD policy [N = 90; 1=q = 6; load = 1:2; 1:5; 1:8]:

Fig. 8. Probability of message loss versus message length for the EMD/PMD/no control[N = 120;K = 60; load = 1:2; 1=q = 30]:

probability curve rises much slower. But it is clear that EMD
control is the most fair mechanism in terms of loss probability
for a message of any length. In this figure we can see again that
PMD, in comparison to EMD, performs better for short mes-
sages and worse for messages longer than the expected length.

Fig. 9 depicts the distribution of the length of a success-
ful message. This example has the same parameters as the
previous one. Again, a system with no control gives the

poorest chances for any message to be transmitted success-
fully. The PMD mechanism gives better chances for shorter
messages than the EMD mechanism. Larger messages (above
the average length) will have better chances to be transmitted
successfully under the EMD mechanism. As we can see, the
differences in the success probabilities between PMD and
EMD are not very significant. The improvement to thegoodput
with EMD is granted by the larger messages that, although
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Fig. 9. Distribution of successful message length with EMD/PMD/No control[N = 120;K = 60; load = 1:2; 1=q = 30]:

arriving more rarely, contribute many good packets to the
output traffic. In the figure, the arriving message distribution is
also given—the EMD graph unites with it, which means that
the EMD mechanism is the most fair one for various messages’
lengths, and that it preserves the message length distribution
of the arriving traffic.

V. EXTENSIONS TO THE BASIC MODEL

A. ATM Networks

In our model, we assumed that messages are segmented into
exponentially sized packets, which translates into an exponen-
tial transmission (service) time. In ATM networks, however,
messages are segmented into fixed size packets, called cells.
To test the applicability of our model to ATM networks, we
simulated an ATM network element, employing a discarding
policy, and compared it to an equivalent exponential network
element. The results exhibit an extremely tight match. Fig. 10
shows the goodput of an ATM network element employing
EMD policy (the dashed curve) resulting from simulation, and
the calculated goodput of the modeled system with the same
parameters and an exponential packet size with mean identical
to that of the ATM cell. It is clearly evident that as far as
goodput (and throughput) is concerned, the difference between
the exponential and deterministic packet sizes (with the same
mean service time) is negligible. Therefore, the results of our
model can be used to describe ATM network elements, as a
specific case of message-based high-speed network elements.

Implementation of a selective discard policy in ATM net-
works is suggested in [6] for applications that use AAL5 as
an adaptation layer to the ATM layer. AAL5 uses a single bit
in the ATM cell header to indicate the end-of-message cell. It
is proposed that this bit be used to implement the discarding

mechanism. When a cell is dropped at an intermediate network
element, the virtual channel connection to which this cell
belongs is kept in memory and all subsequent cells belonging
to this connection are dropped, until (including) the end-of-
message cell is encountered.

PMD and EMD implementations are quite similar. They
differ only in the decision when to (start to) drop a message.
In the PMD, it depends on the buffer size. In the EMD, it also
depends, in a trivial manner, on the threshold. In both cases,
the mechanism need not look at the cells’ payload or the AAL
header, but only at the specific bit in everycell’s header, and
it can therefore be easily implemented in hardware.

B. Multistage Model

In previous sections we studied the goodput improvements
of an isolated network element deploying the EMD mech-
anism. We now turn to investigate the performance of a
multistage subnetwork whose elements apply the EMD mech-
anism to the aggregated traffic at their inputs. We assume that
each stage in the subnetwork is that presented and analyzed
in the previous section. The output of each stage leaves the
system with probability and continues to the following
stage with probability Thus the input into a stage is
comprised of a local source and a portion of the output of the
previous stage. The local source generates messages comprised
of packets as described in Section II. At every stage, the
EMD mechanism is applied to every arriving message (both
messages from previous stage and from the local source).

The goodputmeasure we use here is for a single stage and
per data source, namely, the ratio between transmitted “good”
packets and incoming packets, of a specific stream (this is an
“application oriented” objective).
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Fig. 10. Model comparison fixed versus varying packet size[N = 100;K = 50;1=q = 10]:

Fig. 11. Two EMD stages: goodput versus load[N1 = N2 = 120;K1 = K2 = 60; mean length1=q1 = 1=q2 = 30;�0 = 1:6]:

Simulation results for two and for three stages in tandem are
presented next. In Fig. 11 a two stage system is considered.
The first stage serves traffic only from its local source (as
in the basic model). This source generates messages of mean
length 30 and its load is 1.6. The dotted line describes the
goodput of the first stage. As the service rate is it is
clear that the goodput is around 0.6. The second stage receives
all packets that leave the first stage as well as those
generated by the local traffic source (identical to the source at
the first stage). It is seen that for a threshold at the

second stage gives the same goodput for both traffic streams
(dashed and solid lines), varying with the load of its local
source.

Fig. 12 describes the behavior of three stages in tandem
implementing the EMD. The three stages have identical traffic
sources with mean message length of 30 packets. Each of the
three stages has queue of length 120 and the EMD threshold
is set to 90. The loads of the first and second traffic sources
are 0.8 (each) and the load of the third varies from almost 0
to 2.0. The dotted and dashed lines show the goodput of the
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Fig. 12. Three EMD stages: goodput versus load[N1 = N2 = N3 = 120;K1 = K2 = K3 = 90; 1=q1 = 1=q2 = 1=q3 = 30;�0 = �1 = 0:8]:

local sources at stage 1 and 2, respectively, the dash-dot and
solid lines show the goodput of the traffic coming from the
previous stage for the above. Again, it is seen that the third
stage yields almost the same goodput for external and internal
traffic.

C. On–Off Source Model

1) Noncontrolled On–Off Model:Consider an on–off
source, where during “on” periods it generates messages
segmented into packets as described in the basic model
(Section II). During “off” periods, the source does not generate
any traffic. The number of messages generated during the
“on” period is geometrically distributed with parameter
i.e., with every head-of-message packet, the source remains in
the “on” state with probability and another message
is generated, or the source switches to the “off” state with
probability The “off” period is exponentially distributed
with parameter The state transition diagram describing the
noncontrolled system is given in Fig. 13. In the diagram, a
state describes the system havingpackets operating in
the “on” state, while a state describes the system with

packets operating in the “off” state.
Let be the vec-

tor of the above state probabilities (at steady state) and let
denote the transition rate matrix. Then

(14)

The transition rate matrix can be easily derived from the state
diagram in Fig. 13 and the steady-state probabilities can be
calculated.

The goodput analysis for the on–off model is similar to that
of the basic model, with only slight changes. Here, a distinction
should be made between messages that arrive during an “on”
period and messages that arrive as the first message of an “on”
period, and find the system in the “off” state, i.e., one of
states. In calculating the success probability of a message,
given it has arrived when the buffer was at some state, we
should consider the probability of this arrival (either within an
“on” period, or as the ending of an “off” period). Let be the
random variable representing the state of the system,
for the “on” state and for the “off” state. Let be the
random variable representing the number of messages arriving
during an “on” period, and its average. The probability of
a message finding the system in an “on” state withpackets
in the queue is

(15)

where are the steady-state probabilities
for from above. However, the probability of a message
finding the system in an “off” period, i.e., as the first message
of an “on” period with packets in the queue, is

(16)

Then (6) is replaced by

(17)
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Fig. 13. The model of a network element with on–off source
[a = ((1 � �)q + p)�; d = �q�]:

Fig. 14. On–off source—a network element under EMD policy
[a = ((1� �)q + p)�; c = (1� �)q�;d = �q�; e = p�]:

From the distribution of the number of messages in an “on”
period, we get that Substituting (15) and (16)
into (17), and that into (5) and (4), gives the expression for
thegoodput of this system:

(18)

2) On–Off Model with EMD:When the EMD mechanism is
deployed in the above described system, it has two modes of
operation in the “on” state: normal mode and discarding mode.
In the “off” state, there is only one mode of operation since
no packets arrive at this state. Here, a state describes
the system when there arepackets in the buffer, the source
is in the “on” state, and arriving packets enter the buffer. A
state describes the system when there arepackets in
the buffer, the source is in the “on” state, but each arriving
packet is discarded. In particular, if a head-of-message arrives
(with probability when the queue level is the packet
is not admitted to the queue and the system enters state
in the discarding mode. As a head-of-message packet arrives
during an “on” state, the system switches to the “off” state
with probability no packet enters the queue, and the system
enters state The “off” state ends with rate and the
system enters state or according to the queue
level The state transition diagram of this system is given
in Fig. 14.

Let
be the vector of the above state probabilities, and let

denote the transition rate matrix. Then

(19)

The transition rate matrix can be easily derived from the state
diagram in Fig. 14, and the steady-state probabilities can be
calculated.

With the state probabilities, the goodput of this system is
calculated, as described for the noncontrolled bursty model,
where in (15) are the steady-state
probabilities for the “on” state, i.e.,

3) On–Off Models Results:Solving the equations for the
state probabilities of the EMD and the noncontrolled systems
with on–off sources gives goodput values for different system
parameters. In Figs. 15 and 16, the improvements in goodput
for systems with EMD versus the noncontrolled system are
presented. Various parameters for the “on” period or “off”
period length are given. In Fig. 15,ranges from 0.01 to 0.99,
and since is the probability of ending an “on” period asis
increased, the goodput increases (and the positive effect of the
EMD mechanism decreases). The explanation for this is that
since is the probability to end an “on” period, as it increases
the system enters more often into an “off” state and the queue
“has more time” to free space, and thus the probability of
messages to be successful increases (hence goodput increases).
EMD improves the goodput of the described system for all
cases, but by a larger scale for smallwhere the goodput of
the noncontrolled system becomes very low for high loads (as
in the basic “all-on” model). In Fig. 16, ranges from 1 to
0.001. As is the rate at which “off” periods end, the smaller it
is, off periods are longer and the goodput is higher, and, again
the significance of the EMD mechanism is diminished. This
is expected since for long off periods, little or no congestion
is developed and the need for a selective discarding policy
is alleviated. Both figures show that EMD improves goodput
significantly, especially under high loads (i.e.,

VI. CONCLUSIONS

This paper addresses selective discarding policies as the
means to control congestion in high-speed networks. Selec-
tive discarding increases the percentage of user’s data that
are successfully transmitted by a network element, saving
retransmissions and waste of bandwidth, and improving the
quality of service even for best-effort traffic where no quality
guarantees are given. Selective discarding policies require
neither the cooperation of the users nor coordination with
other network elements. Their introduction to the network is
therefore simple and allows us to easily obtain substantial
performance improvements.

In the paper, we developed an analytical model to examine
the performance of systems with no discarding policies in
place as well as systems that deploy the PMD and EMD poli-
cies. The results show that any message-based discarding pol-
icy mechanism provides aremarkableimprovement in network
performance compared to systems without any policy in place.
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Fig. 15. On–off source: goodput versus load EMD/No control different On periods[N = 120;K = 60;1=q = 30;� = 0:01; 0:5; 0:99;� = 0:1]:

Fig. 16. On–off source: Goodput versus load EMD/No control different Off periods[N = 120;K = 60; 1=q = 30;� = 0:1;� = 1; 0:01;0:001]:

The two policies examined perform differently depending
on network load. For moderate traffic loads, PMD policy gives
the best performance of the network element’s goodput. When
the load increases and congestion is more likely to develop, the
EMD policy performs better than the PMD with a significant
improvement in goodput performance of the system, compared
to the noncontrolled case. An optimum threshold for the EMD
mechanism can be determined off-line, and set with respect
to the introduced load at the network element’s input queue.
Analysis shows that maximal goodput is not sensitive to the
setting of the optimal threshold. Furthermore, the optimum
threshold is hardly sensitive to the typical size of the transmit-

ted messages, and hence can serve various best-effort traffic
applications, with no special adjustments. The adjustment of
the threshold should only change with the applied load.

These results can also be applied to the specific case of
ATM, where selective discarding can improve the quality of
service of best-effort (or UBR) services. Our analysis shows
that improvement in goodput with the EMD mechanism is
also achieved for the case of an on–off source, in particular,
when the basic system performs poorly. Finally, it may be
interesting to further investigate a case of several sources
subject to selective discarding, for their individual performance
improvements and their mutual effects.
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