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Analysis of Discarding Policies
In High-Speed Networks

Yael Lapid, Raphael Rom, and Moshe Sidi

Abstract—Networked applications generate messages that are mean that large amounts of data may be in transit through the
segmented into smaller, fixed or variable size packets, before they network, which implies inability of the source to react in time
are sent through the network. In high-speed networks, acknowl- to feedback coming from the network.

edging individual packets is impractical; so when congestion . .
builds up and packets have to be dropped, entire messages are "deéed, much attention has been given recently to flow

lost. For a message to be useful, all packets comprising it must control in high-speed networks, in general, and ATM networks,
arrive successfully at the destination. The problem is therefore in particular [1], [8]. As is evident from these, the most severe
which packets to discard so that as many complete messagesow control problem arises from applications that generate

:Irt% g‘let::\éfred‘ and so that congestion is alleviated or avoided 47 fairly irregularly, cannot reserve network resources, and

In this paper, selective discarding policies, as a means for '€ sensitive to data loss.
congestion avoidance, are studied and compared to nondiscarding Many high-speed network applications generate messages
policies. The partial message discard policy discards packets of which must be transported to a similar application at the
tails of corrupted messages. An improvement to this policy is the gther end of the network. These messages are segmented

ﬁqaglsﬁgggsts;%e discard that drops entire messages and not justii, smaller fixed or variable size packets which are then

A common performance measure of network elements is the conveyed by the network. To be useful, all packets comprising
effective throughput which measures the utilization of the net- a message must arrive successfully at the destination and be
work links but which ignores the application altogether. We reconstructed into the original message. Hence, the network
adopt a new performance measure—goodput—which reflects the can only charge for the delivery of complete messages. Packet-

utilization of the network from the application’s point of view bv-packet acknowledaments and retransmissions are clearl
and thus better describes network behavior. y-p 9 y

We develop and analyze a model for systems which employ impractical, and thus acknowledgments and retransmissions
discarding policies. The analysis shows a remarkable perfor- must be applied by the applications, at the message level.
mance improvement when any message-based discarding policy The problem is therefore to deliver full messages by a
is applied, and that the early message discard policy performs panyvork that handles and delivers packets. In other words,

better than the others, especially under high load. We compute . . .
the optimal parameter setting for maximum goodput at different it seems beneficial to control the flow of packets with respect

input loads, and investigate the performance sensitivity to these 10 messages boundaries, so as to accomplish the delivery of
parameters. as many complete messages as possible.
Message misdelivery happens mainly due to congestion
I INTRODUCTION at network elements which causes buffers to overflow and

) , _packets to be dropped. Congestion may be built in network
ODERN networks differ substantially from the tradi-gjoments that are based on statistical multiplexing, especially

tional networks in many aspects—the most importagiy e, noncooperative clients who have not reserved resources

of which is flow control. Modern networks are typically high“lntroduce high loads to the network. In ATM networks, this

spegd netwo_rks, deploying_high-cgpacity links, and integratirg rvice is known abest-effort service-a term related to traffic
multiple services. Service integration means that the NEWQEK 1 oncontracted quality of service sessions. In this kind of

has to support both services that need ("’?”d are willing é%ssion, the network does not guarantee any quality of service
pay for) reserved resources, and those which cannot resq Y. percentage of lost packets) and the user does not have
resources and must rely on the available resources when<=T '

. ) o . X omply with a certain data rate. The user introduces to the
the need arises. High transmission speed and high Capaﬁ'@fwork as much data as it chooses, yet only part of it may
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The user is therefore required to designate message boundakigghe network element (causing it to be retransmitted many
and the problem becomes that of which packets to discardtsoes further increasing the load).
that as many complete messages are delivered and so théh this paper, we define another performance vyard-
congestion is alleviated or avoided altogether. stick—goodput Goodput is the ratio of good packets out
of the total number of packets that arrive at the network
) ) _ o element’s input. This performance measure represents the
A. Selective Discarding Policies percentage of user’s data that is successfully transmitted by
Selective discarding policies, as a means for congestithfe network element, and that the network can charge for.
avoidance, were presented in [4] and [5]. These methods difgs objective better represents both the quality of service the
implemented at network elements and do not depend on the gser gets and the utilization of the network element (oat;
operation of users, or the behavior of other network elementiow/in-flowy whereout-flowcomprises only the useful part of
By choosing which packets to deliver and which to drop, #e outgoing data flow).
network element tries to transmit as many complete messaget this paper we develop and analyze a model for systems
as possible. In this paper, we study message-based seledtsiag PMD and EMD policies. From an analytic point of
discarding policies, which select packets to be discarded witlew, the main contribution of this paper is the introduction
respect to application message boundaries. of a novel recursion for the computation of the goodput. The
One discarding policy is partial message discard (PMDgnalysis shows a remarkable goodput improvement when any
According to this policy, the network element discards (dropg)essage-based discarding policy is applied, and that the EMD
packets that belong to messages that were already damageticy performs better then PMD, especially under high loads.
that is, experienced a packet drop in the network element.We also compute an optimal EMD threshold for maximum
other words, if the buffer is full when a packet arrives to thgoodput at different input loads. We then extend the basic
network element, this packet, and all successive packets thedel to include fixed-size cells, multistage models, and
belong to the same message, are discarded. on-off sources.
An improvement of this policy is the early message discard
(EMD) in which, in addition to the forced discard executed
when the buffer overflows (as in PMD), a threshold is defined Il. THE MODEL
at a certain buffer occupancy level. If a messdgginsto The model we use in this paper to study the behavior of
arrive when the buffer occupancy is above this thresholdarious discarding policies is based on the dispersed message
the message is not accepted to the network element (iraadel introduced in [2]. According to this model, a message
all its packets are dropped). In this method, entire messagessists of a block of consecutive packets, which corresponds
are discarded, while in PMD, only “tails” of messages am® a higher layer protocol data unit (application). The arrival
discarded where the beginnings are transmitted wastefully.epochs of the packets are dispersed over time, i.e., the packets
In [9], PMD and EMD are studied. Turner shows thathat compose the message arrive to the system at different
the need for high queue capacity, in order to achieve higime instants. TCP/IP-based systems [3] are examples in which
efficiency, grows with the number of virtual circuits. Thehe application message is segmented into packets which are
buffer fill level over time is analyzed, and an EMD withthen transmitted through the network. At the receiving end,
Hysteresis algorithm is suggested, to achieve high efficienhye transport protocol reassembles these packets back into a
with smaller queue capacities. The fair EMD with hysteresidessage before the delivery to higher layers takes place.
algorithm is introduced in an attempt to achieve a level of We consider systems with variable lengthessagesthat
fairness among the competing virtual circuits, when their ratgs the packets that arrive to the system belong to messages
differ significantly. whose length is geometrically distributed with parameter
(independent from message to message). Thus, the mean
length of a message is/q packets. Variable message size
is typical in data applications where the message can be a
In [5] and in [9], the objective was to compare betweedocument, an e-mail message, or an arbitrary file. This model
discarding policies and noncontrolled systems based on t@ileo assumes a variable size packet which may correspond
effective throughputEffective throughput is the ratio of goodto some natural partition of the message (e.g., sections of
packets on the outgoing link to the total outgoing flow. Good document, paragraphs of the e-mail message, etc.). In the
packets are those that belong to messages that were succggglication layer, a session can be defined in which one or
fully transmitted in their entirety. However, the yardstick ofnore messages are transmitted through the network from a
effective throughput only shows how much of the transmittexburce to a destination. We assume that packets that belong to
traffic is not a waste, but disregards the quality of service tlaespecific session arrive according to a Poisson process with
user gets, i.e., the percentage of its traffic that is transmitteate A and the transmission time of a packet is exponentially
successfully. Messages that were completely discarded by th&tributed with rateu. In Section V-A we will consider the
network do not affect the throughput, yet make a big differenoase of fixed-length packets that is typical to ATM networks.
to the application. In other words, a high effective throughpin Section V-C we will consider on—off sources.
(near 1) can be achieved even for situations where a veryThe network element in our model has a single finite input
small percentage of the user’s data is successfully transmittgebue that can contain at moat packets (either buffered

B. Performance Objectives



766 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 16, NO. 5, JUNE 1998

or being transmitted). When a packet arrives at the network
element, it enters the input queue, if space is available
Otherwise, the packet is discarded (dropped). A packet leave

the queue when the server is available, i.e., after the service H

of the previous packet is completed. A packet is transmitted ? ?
by the server of the network element through its service timel
Hence, in terms of packets, the network element can be viewed m M N n m
as anM /M /1/N model, with arrival rate\ and service rate
w. Theload on the network element is defined as= A/p.

In terms of messages, the behavior of the network e|emq@ttoo high (nearN) may cause accepting messages that are
is more complicated. Naturally, all packets that belong to ghly probable to contain discarded packets. Settifigat
specific message have to be transferred successfully in orggferent queue levels for different input loads allows us to
for the message to be useful at the receiving end. Therefofigaximize the chances of an entire message to be accepted
in most applications, even if a single packet of a messagetdsthe buffer and be successfully transmitted by the network
discarded, the whole message has to be retransmitted. Tisment (thus maximize the network element’s goodput). Our
implies that it is wasteful to forward packets that belong tgnalysis shows that there exists an optimal threstiglthat

a corrupted message (a message with at least one discagtgfibe found for any given load, and that for moderate loads,
packet). In order to reduce the waste of network resources, @ PMD policy (i.e..K = N) is best.

consider two policies that discard packets even if the buffer
of the network element is not full. . ANALYSIS
The first policy is the PMD. According to this policy, when-
ever a packet of a specific message is discarded since it arrifedPiscarding Policies Analysis
to a full buffer, all subsequent packets that belong to the samen this subsection we present queuing models with which
(corrupted) message are also discarded, irrespective of the siaieanalyze the various discarding policies. The actual goodput
of the buffer upon their arrival. It is clear that this policy avoidglerivation is deferred to the next subsection.
sending packets that are clearly of no use. This also allowsA network element that employs no discarding policy (other
the network element some time to empty its input buffer, andan discarding packets that arrive when the buffer is full)
increases the chances of the next message being successilliyiodeled as ad//M/1/N queue with arrival rate\ and
transmitted. Note, however, that the PMD policy is stilkervice ratg: (p = A\/u). A packet that arrives at an element
wasteful since all packets that belong to the corrupted messagiat hasN queued packets is discarded (not admitted to the
and have been accepted to the buffer before the first packetjatue). LetP; (0 < j < N) be the steady-state probability of
the message that was discarded, will be transmitted (somehaf/ing; packets in the system. Then it is well known [7] that
them may have been transmitted already upon the first disca),= p/ /SN | p;,.0 < j < N. With these probabilities, the
although they can be of no use at the receiving end. goodput of the network element can be derived, as is described
The second policy, called the EMD, attempts to overconige the next subsection.
the above drawback by rejecting whole messages that ar¢or the PMD policy we recall that if a packet arrives when
unlikely to make it. To that end, the network element fixes the queue is full, it is discarded and all subsequent packets
fill-level threshold K (K is an integerp < K < N). Instead that belong to the same message are also discarded until a
of discarding packets only when the buffer is full, the networkead-of-message packet (a new message) arrives. To model
element discards all packets that belong to messages tiwg we must distinguish between two modes: tharmal
started to arrive when the contents of its buffer had been abawede in which packets are admitted, amtiscarding mode
the thresholdi(. Note that while the network element discardin which arriving packets are discarded. The state transition
entire messages that are in danger of becoming corrupteddiigram for this policy is given in Fig. 1. In the diagram, a
may discard messages that will not have been corrupted. state(j,0) describes the system haviggpackets operating
The performance measure used in this paper to comparehe normal mode, while a statg, 1) describes the system
the discarding policies is thgoodputof the network element. with j packets operating in the discarding mode. In particular,
Goodput is defined as the ratio between the amount of “googthen the system is in stafév, 0), the buffer is full; a packet
packets on the outgoing link of the network element antlat arrives at this state is discarded and the system enters
the total amount of incoming packets. A “good” packet is atate(V,1). Once a packet is discarded, the following packets
packet that belongs to a noncorrupted message. The goodmlbnging to the same message must be discarded. Since the
represents the percentage of user’s traffic that is of valuelémgth of the message is geometrically distributed, each of the
the user, and that the network can charge for. subsequent packets belongs to the message with probability
The setting of the parametéf that maximizes the goodputp = 1—q and hence is discarded with that probability. A head-
depends on the load at the network element’'s input. Fof-message packet arrives with probabilityf the queue level
a moderate load (i.e,p<1), setting K too low prevents upon that arrival igi < NV, the packet is admitted to the queue
the usage of a significant part of the buffer and increasard the system returns to normal mode, to state- 1,0).
the chances of discarding messages that will not have baen P;; (0 < j < N,l =0,1) be the steady-state probability
corrupted. On the other hand, for high-load situations, setting having j packets in the system and the system is in mode

Fig. 1. A network element under the PMD policy.
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B. Goodput Analysis

We recall that the goodpu§ is the ratio between total
packets comprising good messages exiting the system and
the total arriving packets at its input. L& be the random
variable that represents the length (number of packets) of an
arriving message. L&t be the random variable that represents
the success of a message,= 1 for a good message, and
V = 0 for a message which has one or more dropped packets.
Then

Fig. 2. A network element under the EMD policy. Z” “PW=n,V=1)
g="=1 . 3)
I (I =0 normal;! = 1 discarding). Then from Fig. 1 we have Zn -POW =n)
the following set of equations whose solution yields the steady n=1
state probabilities (with[Z, (Pio + ;1) = 1): Since the length of an (arbitrary) arriving message is geomet-
APoo = puPy o; gA\Po1 = nPry rically distributed Wit?<> parametef, we have
A+ )P0 =APi—1,0 + pPit1,0 + gAPi—11 G=q- Z n-POW=nV=1). (4)
1<i<N-1 - n=l _
A be Wanemited Successiul, can be expressed ae folows:
(A+1)Pno=APn_10+ ¢ \Py_11 POV =n,V=1)
PN = AP o- (1) —PV=1W=n)PW=n) n>l (5

The EMD policy, as mentioned before, is similar 1o thgpe second element in the product is the distribution of the
PMD, except that an additional threshold level is defined, S@hgth of arriving messages, i.&2(W = n) = ¢(1 — ¢)" L.
K. If a message starts to arrive when the system contaifie first element is found from the conditional probability of
more thank packets, then all the packets of that messagge syccess of a message of lengthiven that its first packet
are discarded. State dlagrgm for th|s_ policy is given in Fig. 2,rived when there were packets in the queue (GfV — )
As for the PMD, a statgj,0) describes the system whengmnty places). Le© be the random variable representing the

there arej packets in the buffer and arriving packets entef,eye occupancy at the arrival of a head-of-message packet.
the buffer, while a statdj, 1) describes the system whenrpan

there arej packets in the buffer and each arriving packet PV = 1|W =n)

is discarded. In particular, if a head-of-message arrives (with o N o

probability ¢) when the queue level ig > K, the packet . . . y .

is not admitted to the queue and the system enters state _;P(V_ IW=nQ=pr@=1) (6
(4,1) in the discarding mode. The system remains in th@s}hereP(Q — i) = Po+ P, and P; are taken from the
mode, as described for the PMD model, until another heags tion of (1) for PMD and the solution of (2) for EMD.
of-message packet arrives (arrival with probabilly If that s is true since the head-of-message packet is an arbitrary
packet arrives when the queue leveljis K, then the packet nocyet (that sees the stationary probabilities upon arrival), and

is accepted and the system enters sfgter 1,0) in the  gjnce the length of an arriving message is independent of the
normal mode. If the queue level at that arrival was K, queue state.

the system stays in the discarding mode, that packet and alk;qm the above we get
subsequent packets that belong to the new message (arrivals

with probability p = 1 — ¢) are discarded. Then from Fig. 2 Zn -POW =n,V=1)
we have the following set of equations whose solution yields n=1

the steady-state probabiliies (WithY, (Pio + Pi1) = ad
1): Y p ( 0 ( 0 1) :ZH~P(WI7’L)
APy 0 = pub1 03 gAFo1 = pbPr 1 n_J\l
A+ Po=APi 10+ pPii10+ g P11 . Z PY=1W=n,Q=0P(Q=1)
1<i<K L =0 . :
-~ which yields the following as the expression of the goodput:
A+ )P0 =pAP; 10+ nPiy10 oo
K+1<i<N-1 G=g¢> n-ql—g" "
(A+ 1) Pno =pAPyx_1,0; uPn1 = APnpo n;l
(A +p)Pii =pPit1n 0<:<K -1 -ZP(V:HW:n,Q:i)P(Q:i). (7
uPi1 =pPig1+qAPio K<i<N-1 (2 =0
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To complete the calculation of the goodput, we therefore haVée recursions (11) and (12) are computed in ascending

to evaluate the conditional probabiliti€s ; = P(V = 1y = order of n (n = 1,2,---) and ascending order of (i =
n,Q = ). These probabilities are computed recursively ds1,2,- -+, V).
follows. In a system that employs the EMD policy, the above

Consider first a system that employs the PMD policy€cursions remain correct only when the head-of-message
Assume that the head-of-message packet arrives at a sysk&@ket arrives at the system when the number of packets is
at StateQ — i, and the message is of |engﬁh§ N. Then, if below the EMD threshold, IeQ = 1< K. If the head-of-

i < N—n, there is enough space in the buffer to accommoddiessage packet arrives when the system occupancy is above

the whole message and the message is guaranteed to be gt threshold, the message as a whole is not admitted to the
This is stated in the following equation: system, and hence is not a good one. We thus get for EMD

olicy the following probabilities:
Sni=1 0<i<N-—n, 1<n<N. (8) policy wing p iliti

If ¢ = N, i.e., the system is full, then the head-of-message S‘m = {SSZ K L<I<(N (13)
packet is not admitted and the message is not a good one. =t=a
Hence
IV. NUMERICAL RESULTS
Spn =0 1<n<N. (9)

The parameters we use in our examples were set to corre-
The above two equations establish the boundary (initiadpond to realistic ratios between queue size and mean message
condition for the recursion. Continuing with larger values, wigngth. Ratios of 120 (i.e., queue size of 20 times the mean
have forN —n+1<i<N-landl<n<N message length) to:2, were checked. From the geometric
Spi=(1=1)Sn 141 +7Sni1 (10) Mmessage length distribution, it follows that the mean message
' ' length islen = 1/¢ packets. In our examples, we set the queue
wherer 2 w/(n+ ) is the probability that a departure occursize to/N = 120, and calculated the goodput for messages of
before an arrival. The explanation of (10) is simple. If the nextean length of 6, 15, 30, and 60. The traffic loads on the
event following the arrival of the head-of-message packet is aatwork elemen{p) are in the range of 0.8-2.2 where loads
arrival of a packet (which happens with probability- »), the of p< 1 are referred to as moderate loads, while higher loads
probability that the message is successfubjs 1,41, since correspond to congestion buildups or noncooperative users.
this packet can be viewed as the head-of-message packet of laig. 3 shows the goodput of the network element for mean
message of length— 1 that arrives at a system with = i+1 message lengths of 6 and 30 packets, as a function of the
packets. If the event following the arrival of the head-ofeffered load and for different policies: without any discarding
message packet is a departure of a packet (which happens witlicy, when PMD policy is introduced in the network element
probability ), the probability that the message is successful @d when EMD policy is applied with a fixed threshold at
Sni—1, since the situation is as if the head-of-message packedf the queue size. Fig. 4 is a zoom of Fig. 3 for average
had arrived at a system witfy = ¢ — 1 packets. message size of 30 packets, at moderate loads with PMD or
Combining (8), (9), and (10), we have that fox n < N EMD applied.
It is evident that when high loads are introduced, both
' discarding policies perform much better than a system with
1 0<i<N-n no discarding policy. At moderate loads, the PMD policy and
=90 =% i1 +7r5i1 N—n +.1 <i<N—1 the EMD policies perform similarly, with a slight advantage to
0 i=N. the PMD policy. For heavy traffic loads, the EMD outperforms
(11) the PMD by up to 20% in terms of the goodput, and improves

For messages of length> IV, there is no situation where the network element’s performance by a factor of up to 6. It

success is guaranteed from the outset, and success dep@;ﬁ%appears that the behavior of the system is not sensitive to

more heavily on the evolution of the system after the arrival §12N9€s in average message lengths. Furthermore, a controlled

the head-of-message. For the same reason as explained apd(em (where some discard policy is implemented) is less

(10) holds forl < i < N—1. A slightly different relation holds sensitive to the message length, and the EMD is, again, better

when the head-of-message packet arrives at an empty systa@! the PMD in that perspective. In all cases, systems with
(i = 0). If the head-of-message arrived at an empty system anigP"ler mean message length yield better goodput.
the next event is a departure (which happens with probability G'Ven the superior performance of the EMD policy, it is

r), the system is empty again and no further departures <Jj%tural to investigate the optimal threshdid,,: with respect

possible; thus the probability that the message is succesdfifoads, message lengths, and buffer sizes. Fig. 5 deffigls

is S,_1 o since the arrival of the next packet can be viewelf! @ ueue of sizeV = 120, mean message lengths of 6, 15,

as an arrival of the head-of-message packet of a messageof2nd 60, and loads in the range of 0.8 to 2.2. Fig. 5 shows
lengthn — 1 to an empty system. Thus, far> N we have that the optimal threshold is not very sensitive to the average
messages length.

(1 =7)Sn—1,it1 + 75014 L =0 Fig. 6 depictsK,,:/N for queue sizes ofV = 30, 60, 90,
Spi = q (L =7)Sn—rit1 + 7501 1< ¢ SN-1 (12) mean message length of 6, and loads in the range of 0.8 to 2.2.
0 i=N. We consider the ratio of the optimal threshold to the queue size
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Fig. 3. Goodput versus load for EMD/PMD/no cont{dV = 120; K = 60;1/¢q = 6,30].
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Fig. 4. Goodput versus load for EMD/PMD polici¢®/ = 120; K = 60;1/¢q = 30].

since we are interested in proportions rather than absolute \akreshold, in a very wide range of thresholds (not too low and
ues. The figure demonstrates that changes in the queue sizenfiirtoo high). This is a remarkable result as it means that the
a fixed average message size hardly affect the optimal threEMD policy is rather robust and the choice of the threshold
old. This is an encouraging result since it means that one damot a crucial one. An optimum threshold, as expected, does
easily approximate the optimal threshold for a given systenexist but is not significant at all in terms of goodput (and is
Fig. 7 shows the dependence of goodputfotior a system therefore invisible in these graphs). The explanation of this
employing the EMD policy with several loads (the value ophenomenon is as follows. Clearly, when the value of the
the goodput obviously decreases as the load increases). fitreshold is set high, the system behaves almost as with the
figure shows that the goodput is rather insensitive to the EMBEMD policy and loses its relative advantage. Similarly, when
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Fig. 6. K, /N versus load for the EMD policyN = 30,60,90;1/¢ = 6].

the threshold is set too low, the buffer is not well utilized since Fig. 8 depicts the probabilities of a message of length
many messages that could have been accepted are discamlackets to be discarded by the system. (Here the probability
In a medium setting, at relatively high loads, the system witloes not include the probability of such a message arriving at
operate most of the time with a buffer occupancy arodhd the queue.) In this example, the queue size is of ledgts
Lowering K means that longer messages are more likely 1@0, and messages are an average length of 30 packets, the
make it, but these messages are rather rare and therefore thaffic load isp = 1.2. It is evident that the system with no con-
effect on the goodput is negligible. Thus, although an optimabl gives little chance for any message, especially the longer
threshold does exist, its effect on the goodput is nonessent@ies. The PMD control performs much better, and the loss



LAPID et al. DISCARDING POLICIES IN HIGH-SPEED NETWORKS 771

085 T T T T T

0.8r

0.75[

0.651

0.6r

Goodput

0.55[

0.5

0.451' 1 —— load=1.2 R
fffffff load = 1.5
0.4 o load = 1.8 .

035 i | 1 i | |
0 10 20 30 40 50 60

K
Fig. 7. Goodput versugy under EMD policy[N = 90;1/¢q = 6; load = 1.2,1.5,1.8].

0.9 No Control B

O 1 1 1 Il 1 11 1 I
0 10 20 30 40 50 60 70 80 90

n

Fig. 8. Probability of message loss versus message length for the EMD/PMD/no déviteel 120; K = 60; load = 1.2;1/¢g = 30].

probability curve rises much slower. But it is clear that EMIpoorest chances for any message to be transmitted success-
control is the most fair mechanism in terms of loss probabilifylly. The PMD mechanism gives better chances for shorter
for a message of any length. In this figure we can see again thr@ssages than the EMD mechanism. Larger messages (above
PMD, in comparison to EMD, performs better for short meghe average length) will have better chances to be transmitted
sages and worse for messages longer than the expected lersygtbcessfully under the EMD mechanism. As we can see, the
Fig. 9 depicts the distribution of the length of a successlifferences in the success probabilities between PMD and
ful message. This example has the same parameters asBNED are not very significant. The improvement to tieodput
previous one. Again, a system with no control gives theith EMD is granted by the larger messages that, although
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arriving more rarely, contribute many good packets to thmechanism. When a cell is dropped at an intermediate network
output traffic. In the figure, the arriving message distribution Element, the virtual channel connection to which this cell
also given—the EMD graph unites with it, which means thdtelongs is kept in memory and all subsequent cells belonging
the EMD mechanism is the most fair one for various messagés’this connection are dropped, until (including) the end-of-
lengths, and that it preserves the message length distributioessage cell is encountered.

of the arriving traffic. PMD and EMD implementations are quite similar. They
differ only in the decision when to (start to) drop a message.
V. EXTENSIONS TO THE BASIC MODEL In the PMD, it depends on the buffer size. In the EMD, it also

depends, in a trivial manner, on the threshold. In both cases,
A ATM Networks the mechanism need not Iook_at thg cells’ payload or the AAL
header, but only at the specific bit in evesgll's header, and

In our model, we assumed that messages are segmentedii'é@n therefore be easily implemented in hardware.
exponentially sized packets, which translates into an exponen-

tial transmission (service) time. In ATM networks, however,
messages are segmented into fixed size packets, called cells.
To test the applicability of our model to ATM networks, weP: Multistage Model
simulated an ATM network element, employing a discarding In previous sections we studied the goodput improvements
policy, and compared it to an equivalent exponential netwodf an isolated network element deploying the EMD mech-
element. The results exhibit an extremely tight match. Fig. Hhism. We now turn to investigate the performance of a
shows the goodput of an ATM network element employinmultistage subnetwork whose elements apply the EMD mech-
EMD policy (the dashed curve) resulting from simulation, andnism to the aggregated traffic at their inputs. We assume that
the calculated goodput of the modeled system with the sam&ch stage in the subnetwork is that presented and analyzed
parameters and an exponential packet size with mean identicathe previous section. The output of each stage leaves the
to that of the ATM cell. It is clearly evident that as far asystem with probabilityl’ and continues to the following
goodput (and throughput) is concerned, the difference betwestage with probabilityl — I'. Thus the input into a stage is
the exponential and deterministic packet sizes (with the sawmmprised of a local source and a portion of the output of the
mean service time) is negligible. Therefore, the results of oprevious stage. The local source generates messages comprised
model can be used to describe ATM network elements, apfapackets as described in Section Il. At every stage, the
specific case of message-based high-speed network elemeBD mechanism is applied to every arriving message (both
Implementation of a selective discard policy in ATM netmessages from previous stage and from the local source).
works is suggested in [6] for applications that use AAL5 as The goodputmeasure we use here is for a single stage and
an adaptation layer to the ATM layer. AAL5 uses a single bjier data source, namely, the ratio between transmitted “good”
in the ATM cell header to indicate the end-of-message cell.packets and incoming packets, of a specific stream (this is an
is proposed that this bit be used to implement the discarditegpplication oriented” objective).
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Fig. 11. Two EMD stages: goodput versus Idadl = N2 = 120; K1 = K2 = 60; mean lengthl /q1 = 1/¢2 = 30;p0 = 1.6].

Simulation results for two and for three stages in tandem asecond stage gives the same goodput for both traffic streams
presented next. In Fig. 11 a two stage system is considerfdashed and solid lines), varying with the load of its local
The first stage serves traffic only from its local source (a®urce.
in the basic model). This source generates messages of medfig. 12 describes the behavior of three stages in tandem
length 30 and its load is 1.6. The dotted line describes timplementing the EMD. The three stages have identical traffic
goodput of the first stage. As the service ratqiis- 1, it is sources with mean message length of 30 packets. Each of the
clear that the goodput is around 0.6. The second stage receivese stages has queue of length 120 and the EMD threshold
all packets that leave the first stageé = 0), as well as those is set to 90. The loads of the first and second traffic sources
generated by the local traffic source (identical to the sourceaat 0.8 (each) and the load of the third varies from almost 0
the first stage). It is seen that for a thresholdsat= 60, the to 2.0. The dotted and dashed lines show the goodput of the
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Fig. 12. Three EMD stages: goodput versus IgAd = N2 = N3 = 120; K1 = K2=K3=90;1/¢q1 =1/¢q2 =1/¢3 = 30;p0 = p1 = 0.8].

local sources at stage 1 and 2, respectively, the dash-dot aniihe goodput analysis for the on—off model is similar to that
solid lines show the goodput of the traffic coming from thef the basic model, with only slight changes. Here, a distinction
previous stage for the above. Again, it is seen that the thisthould be made between messages that arrive during an “on”
stage yields almost the same goodput for external and interpaliod and messages that arrive as the first message of an “on”

traffic. period, and find the system in the “off” state, i.e., oné pfl)
states. In calculating the success probability of a message,
C. On—Off Source Model given it has arrived when the buffer was at some state, we

_ i should consider the probability of this arrival (either within an
1) Noncontrolled On-Off Model:Consider an on-off “on” period, or as the ending of an “off” period). Létt be the

source, where during “on” periods it generates Messages jom variable representing the state of the systefn= 0
segmented into packets as described in the basic mo Ithe “on” state and\ — 1 for the “off” state. Let\ be the
(Section Il). During “off” periods, the source does not generajg \4om variable re

any traffic. The number of messages generated during ing an “on” period, andV’ its average. The probability of

“on” period is geometrically distributed with parameter a message finding the system in an “on” state viityackets
i.e., with every head-of-message packet, the source remain§niqhe queue is

the “on” state with probability1 — «) and another message
is generated, or the source switches to the “off” state with ﬁ)w = (/T/_ 1)/WP(Q =i, M =0) (15)
probability «. The “off” period is exponentially distributed
with parameter3. The state transition diagram describing thevhere P(Q = ¢, M = 0) are the steady-state probabilities
noncontrolled system is given in Fig. 13. In the diagram, far (i,0) from above. However, the probability of a message
state(j, 0) describes the system havifigpackets operating in finding the system in an “off” period, i.e., as the first message
the “on” state, while a statéj, 1) describes the system withof an “on” period withi packets in the queue, is
j packets operating in the “off” state.

LetP = [P070,P071,P170,P171, s ,PN70,PN71] be the vec-
tor of the above state probabilities (at steady state) an® let
denote the transition rate matrix. Then

presenting the number of messages arriving

Py =1/N' Y7 P(Q = 1, M = 0)ag(u/ (i + )
=5
~(B/(n+5)). (16)

P-R=0; > (Po+P1)=1 (14) Then (6) is replaced by
=0
PY=1W=n)
The transition rate matrix can be easily derived from the state N . .
diagram in Fig. 13 and the steady-state probabilities can be = ZP(V =1W=n,Q=1) (B,o +P7<,71). a7
calculated. i=0
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LetP = [P0,07 Po1, Poz, Pro, Pi, Prz, - Pno, Pnt,
Py 5] be the vector of the above state probabilities, andRlet
denote the transition rate matrix. Then

N
P-R=0; Y (Po+Pa+P2)=1 (19

=0

The transition rate matrix can be easily derived from the state
Fig. 13. The model of a network element with on-off sourceliagram in Fig. 14, and the steady-state probabilities can be
[o=((1 =g+ p)Aid = ag]. calculated.

With the state probabilities, the goodput of this system is
calculated, as described for the noncontrolled bursty model,
where in (15) P(Q = i, M = 0) are the steady-state
probabilities for the “on” state, i.eF; o + F; 1.

3) On-Off Models ResultsSolving the equations for the
state probabilities of the EMD and the noncontrolled systems
with on—off sources gives goodput values for different system
parameters. In Figs. 15 and 16, the improvements in goodput
for systems with EMD versus the noncontrolled system are
presented. Various parameters for the “on” period or “off”
period length are given. In Fig. 1&,ranges from 0.01 to 0.99,
and sincex is the probability of ending an “on” period asis
increased, the goodput increases (and the positive effect of the
EMD mechanism decreases). The explanation for this is that
_ ~ sincec is the probability to end an “on” period, as it increases
Fig- 14. On-off = source—a network element —under EMD policyya system enters more often into an “off” state and the queue
[a = (1 —a)g+p)Aic=(1—a)gh;d = agh;e = p|. ; .

“has more time” to free space, and thus the probability of
messages to be successful increases (hence goodput increases).
S ) EMD improves the goodput of the described system for all

F_rom the distribution of the number_of messages in an “0'&"ases, but by a larger scale for smallwhere the goodput of
period, we get that\" = 1/a. Substituting (15) and (16) the noncontrolled system becomes very low for high loads (as
into (17), and that into (5) and (4), gives the expression f4 ihe basic “all-on” model). In Fig. 163 ranges from 1 to

thegoodput of this system: 0.001. Asg is the rate at which “off” periods end, the smaller it
00 is, off periods are longer and the goodput is higher, and, again
g=—_9¢ Z” T the significance of the EMD mechanism is diminished. This
Pio+ P11 is expected since for long off periods, little or no congestion

N X X is developed and the need for a selective discarding policy
. ZP(V =1W=mn,Q=1) (Pw + Piyl). (18) is alleviated. Both figures show that EMD improves goodput
i=0 significantly, especially under high loads (i.e.> 1).

2) On—Off Model with EMDWhen the EMD mechanism is
deployed in the above described system, it has two modes of
operation in the “on” state: normal mode and discarding mode.This paper addresses selective discarding policies as the
In the “off” state, there is only one mode of operation sinceeans to control congestion in high-speed networks. Selec-
no packets arrive at this state. Here, a sigt®) describes tive discarding increases the percentage of user's data that
the system when there apepackets in the buffer, the sourceare successfully transmitted by a network element, saving
is in the “on” state, and arriving packets enter the buffer. fetransmissions and waste of bandwidth, and improving the
state(j, 1) describes the system when there grpackets in quality of service even for best-effort traffic where no quality
the buffer, the source is in the “on” state, but each arrivinguarantees are given. Selective discarding policies require
packet is discarded. In particular, if a head-of-message arrivesither the cooperation of the users nor coordination with
(with probability ¢) when the queue level is> K, the packet other network elements. Their introduction to the network is
is not admitted to the queue and the system enters Sitateé therefore simple and allows us to easily obtain substantial
in the discarding mode. As a head-of-message packet arripesformance improvements.
during an “on” state, the system switches to the “off’ state In the paper, we developed an analytical model to examine
with probability o, no packet enters the queue, and the systaime performance of systems with no discarding policies in
enters statej,2). The “off” state ends with ratg and the place as well as systems that deploy the PMD and EMD poli-
system enters statéj,0) or (j,1) according to the queue cies. The results show that any message-based discarding pol-
level j. The state transition diagram of this system is giveicy mechanism providesramarkable@mprovement in network
in Fig. 14. performance compared to systems without any policy in place.

VI. CONCLUSIONS



776 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 16, NO. 5, JUNE 1998

[ s
0.9+
0.8-
0.7v
. 0.6-
=
5
© 0.5~ B
(e}
(O]
0.4¢ + g
EMD, 0.99
0.3r0 -0 No Control, 0.99 -
---- EMD, 05 o« .
0.2+ + No Control, 0.5 . 4
- - - EMD, 0.01 T
0.1x x No Control, 0.01 N B
X

8.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
load

Fig. 15. On-off source: goodput versus load EMD/No control different On pefidds 120; K = 60;1/q = 30;« = 0.01,0.5,0.99; 3 = 0.1].

T
0.9-
0.8-
0.7v
. 0.6-
3
5
© 0.5~ P
(e}
(O]
0.4¢ + 4
EMD, 0.001 1
0.3r0 -0 No Control, 0.001 B
- --- EMD, 0.01
0.2+ + No Control, 0.01 1
- - - EMD, 1
0.1rx x No Control, 1 E
X
x

8.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
load
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The two policies examined perform differently dependinted messages, and hence can serve various best-effort traffic
on network load. For moderate traffic loads, PMD policy giveapplications, with no special adjustments. The adjustment of
the best performance of the network element’s goodput. Whttre threshold should only change with the applied load.
the load increases and congestion is more likely to develop, thélhese results can also be applied to the specific case of
EMD policy performs better than the PMD with a significanATM, where selective discarding can improve the quality of
improvement in goodput performance of the system, comparggfvice of best-effort (or UBR) services. Our analysis shows
to the noncontrolled case. An optimum threshold for the EMIhat improvement in goodput with the EMD mechanism is
mechanism can be determined off-line, and set with resp@tso achieved for the case of an on-off source, in particular,
to the introduced load at the network element’s input queughen the basic system performs poorly. Finally, it may be
Analysis shows that maximal goodput is not sensitive to theteresting to further investigate a case of several sources
setting of the optimal threshold. Furthermore, the optimugtibject to selective discarding, for their individual performance
threshold is hardly sensitive to the typical size of the transmifhprovements and their mutual effects.
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